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1.0 General

1.1 Purpose of Functional Description. This Functional
Description forthe Ar Force dobal Wather Central (AFGWC)
Met eor ol ogi cal Model s Wrkcenter (SYSM is witten to provide:

a. A description of the nodels and data that are used by SYSM
to provide neteorol ogi cal analysis and forecasting.

b. An understanding of the impact ofthe nodels on DO
products.

c. A basis for devel opnment ofrequirenments for future
upgrades to the AFGAC hardware/ software system

1.2 Project References
The following references apply to this project:

a. DOD-STD-7935A Automated Information Systens Docunentation
Standards, 31 Cctober 1988

b. AFGAC Pamphlet 105-1, 6 July 1987

c. AFGXC Real -Time doud Anal ysis Model,Technical Note 88/001
d. AFGAC Data Format Handbooks, Vol. 1,2/Version 1, March 90
e. AFGNC O oud Forecast Model s, Technical Note 87/001

f. AFGAC Anal ysi s/ Forecast Mddel System,Technical Note 79/004
g. AFGAC Snow Anal ysis Model, Technical Note 86/001

h. AGRVET Mbdel Description

i. A Wrldw de Near Real-Tine D agnostic Agrometeorological
Mbdel, B. Mwore, S. Bertone, K. Mtchell, P. Rce, R Neill

j. SFCTMP Overvi ew Paper

k. Rel ocatable Wndow Mdel Overview Paper



1. Advanced Wat her Analysis and Prediction System J.
Stobie, June, 1986

m. Mat hur paper, 1983, Mnthly Wather Revi ew, McaAtee et al,
Cct. 1989, Anerican Meteorol ogical Society

n. Computer Mbdels used by AFGAC and NMC for Wather Analysis
and Forecasting, Tsgt. Richard J. Conklin, August 1992, AFGWC/TN-
92/001

o. Mp Projections and Gid Systems for Meteorol ogical
Applications, Dr. J. Hoke, Capt. J. Hayes, 2nd Lt. L. Renninger,
AFGAC/ TN 797003, revised March 1985

p. |Inmproved Point Analysis Mdel Users Cuide, AFGWC/TN-
91/001, February 1991

1.3 Terns and Abbreviations

3DNEPH - Three dimensional Nephanal ysis
S5LAYER - Five-Layer Coud Forecast Model
AFGNC - Air Force d obal Wather Central

AGL - Above ground | evel

Al REP Aircraft Reports

AGRMET - Agricultural Meteorology Model

AGROMET- Agricul tural Meteorol ogy

ASDAR - Aircraft to Satellite Data Rel ay

ASPAM - Atnospheric Slant Path Anal ysis Model

AWAPS - Advanced Wather Analysis and Prediction System

AVS - Air Weat her  Service
BOGJS - Manual interactive nodification ofweather data
CPS - Condensation pressure spread
CPU - Central processing unit
DMSP - Defense Meteorological Satellite Program
DOF - AFGANC M ssion Tailored Product Branch
DOM - AFGAC Met eorol ogi cal Products Branch
DOS - AFGNC Special Projects Wrkcenter
ECMAF - European Center for Medi um Range \Wat her
For ecast s
EDR - Environnmental Data Record
ETAC - Environnental Technical Applications Center
FAS - Foreign Agricultural Service
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GADB
GCES
GSM

G SS
HIRAS
HRCP
IR

I ' TZ

LOWTRAN

LSI

METAR
nun
MBL
NCAR

NM

NMC
NOM
NSNBOG

01
oIvP
osu

PA

PBL
PCOEF
PL

Pl BAL
PIREPS
RTNEPH
RACB

RECCO

RWAM
SCIF
SDHS
SESS
SFCTMP
SCDB

Fl eet Nunerical GCceanography Center
A obal Applications Database

Ceostationary Operational Environnental Satellite

A obal Spectral WMdel

Goddard Institute for Space Studies

H gh Resolution Analysis System

H gh Resol ution O oud Prognosis

Infrared

Intertropical convergence zone

kil onmeters

Phillips Lab Atnospheric Low Resol ution
Transm ssivity Model

Land/ Sea Ice

mllibars

Met eor ol ogi cal At nospheric Report

MILlinmeter

Mean sea |evel

Nati onal Center for Atnospheric Research

Nort hern Hem sphere

Nautical mle

Nati onal Meteorol ogical Center

Nati onal QOceanic and Atnospheric Adm nistration

New Snow Bogus software

Nati onal Wat her Service

Opti mum I nterpol ation

Optimum Interpolation Vertical Profile
Oregon Stat8 University

Poi nt Anal ysi s

Pl anetary Boundary Layer

AGRMET precipitation coefficients
Phillips Lab (fornerly Air Force Geophysi cs
Pil ot Ball oon

Pilot Reports

Real - Ti nB Nephanalysis Model

Radi osonde Observations

Rocket sonde Observations

Aircraft Wat her Reconnai ssance

Rel ocat abl e W ndow Mbdel

Rel ocat abl e W ndow Anal ysi s Mdel

Lab)

Sensitive Compartmented |nformation Facility

Satellite Data Handling System
Space Environnental Support System
Surface Tenperature Mdel

Satellite G obal Database



SLAM
SSM/I

SSMT-1

SST

Swedi sh Limted Area Model
DVSP M cr owave Imager

- DMSP M crowave Tenperature Sounder

Station-to-Stati on Transfer

System A - A Unisys 1100/72 used to do preprocessing forthe

Cray

System 3 - A Unisys 1100/91 dedicated to classified

processi ng

system 5 - A Unisys 1100/91 used for satellite and AGRVET

processi ng

System 6 - A Unisys 1100/91 used for devel opnent and backup

TI RCS
TOVS
TRONEW
USDA
VP

WIPP

Tel evision Infrared Cbservation Satellite
TI ROS Qperational Vertical Sounder

Tropi cal O oud Forecasting Model

United States Departnent of Agriculture
Vertical Profile

Weat her Information Processing Program



2.0 System Summary
2.1 Background

This project is an initiative supported by the Space and
Mssile Systens Center (SMC/IMO) that is designed to docunent the
current system of nodels and data used by AFGAC/ SYSM in
met eor ol ogi cal analysis and forecasting. These nodels generate
weat her products used by mlitary units worl dw de.

AFGNC is divided into two divisions. The Operations
Division (DO supports AFGAC daily operations, while the Systens
Di vision (SY) supports hardware and software devel opnent and
mai nt enance. SYS is the Software Branch within the Systems
Division, while SYSMis the Meteorological Mdels Wrkcenter
within the Software Branch.

2.2 vjectives

This effort is intended to provide a basis for the proposed
re-architecture of AFGAC systens. An initial objective is to
docunent existing nodels, techniques, procedures, processes, and
dat a-f | ows. An overview of sysMnodels is provided at Figure 1.
Ageneral reference for the SYSM nodels is in reference n. To
support this objective, this document was witten in the form of
a Functional Description (FD) (reference a). The Functional
Description will then provide a basis for devel opnent of
requi rements for an upgrade ofthe facility hardware/software.
Also, the FD will aid in the devel opnment of a Request For
Proposals (RFP) and will provide information to contractors who
bid on the proposed AFGAC upgrade contract.

2.3 Existing Methods and Procedures
2.3.1 Analysis Models
2.3.1.1 Snow Analysis Mdel (SNODEP)
SNODEP generates daily snow age and depth anal yses. I't has
been operational since March 1975 for the Northern Hem sphere and

Cct ober 1975 for the Southern Hemi sphere. The snow anal ysis
nodel uses the |atest conventional observations (surface
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synoptic reports), snow and ice climtology, tine continuity, and
manual updates. This makes it possible to produce very good
nmeasures of snow extent and reasonabl e snow depth val ues at all
grid points over the land and the ice-covered areas ofthe earth,
regardl ess ofthe availability ofsurface observations. Refer to
Figure 2 for a diagram of the SNCDEP nodel

The analysis grid used in SNODEP was originally designed for
the AFGAC Three-D nensional Nephanal ysis (3DNEPR) Mbdel. In
August 1983, the 3DNEPH was replaced by the Real -Ti me Nephanaly-
si s (RTNEPH) nodel ; however, the sane grid structure was retain-
ed. Each of the 64 3DNEPH/RTNEPH boxes contains 4096 grid points
in a 64 by 64 array, resulting in a horizontal resolution of
approximately 25 nautical mles (NM (eighth-nesh).

The SNODEP nodel receives its inputs from

a) Surface observations. The |atest 24 hours of
surface observations for each reporting station are used in the
initial snow depth anal ysis. Snow depth reports for any hour in
t he 24-hour anal ysis interval are considered and are updated by
additional snowfall data or decreased by cal cul ated snow nelt.

-If an actual snow depth is not reported, a 24-hour change is

cal cul ated using the six-hour snow accunul ati on, present weather,
tenperature, or state of the ground.

b) Land, Sea, and Ice Geography. The |and/ no-Iand
geography is a “"fixed* field (does not change). Sea ice
information is manually added (bogused) to this field from weekly
bul l etins received fromthe Joint National Cceanic and
At nospheric Adm nistration (NOAA)/Navy Polar Ice Center show ng
updat ed | atitude/longitude coordinates of the ice. These data
are reintegrated to form a Land/ Sea |ce (LSI) geography field.
This field is readily available as a part of the AFGAC
nephanal ysi s geography dat abase.

c) Continuity. The previous day's snow depth analysis
is used for conputing snow depth changes when normally reported
dept h observations are not available during the 24-~hour peri od.

d) Snow dinmatology. This consists oforiginal data,
a first-guess climatology field established by relating snow

depth to other neteorological paraneters by neans ofa nultiple
regression analysis, data manipulation (to handle zero snow
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depth and to describe surface temperatures), and fi nal
climatol ogy analysis. Snow climatology is used when snow reports
have not been found in the surface regions database.

e) Snow Bogus. Snow depth, snow age, and ice data
fields may each be changed nanually when obvious errors are found
in the analysis.

The anal ysis program produces a gridded-field representation
from the snow depth information received as Dart of the surface
synoptic observations. A basic assumption in the analysis
routine is that a station report is representative of conditions
at the four grid points around it. The station report snow
informati on may be received by the analysis programin one of
three possible forns: actual snow depth, new snow accunul ation
and snow nelt. How the report is used in the analysis is
determ ned by whether the grid point to which the report wll be
applied had its snowdepth val ue bogused in the previous three
days. Wen a grid point is bogused, a bogus flag is set to one
and it is increnmented each day during its existence. The program
is designed so that a bogused anal ysis value will be effective
for three days, unless it is overridden by specific snow depth
amount s.

In the absence of observations and bogused data, an altern-
ate analysis schene is employed. In this schene, decisions are
made dependent upon the values of yesterday's analysis and snow
climatology. Snow age (in days) is calculated for each grid
poi nt where the snow depth is greater than oneinch.

Output from SNCODEP is used by the SFCTKP, AGRMET, and RTNEPH
nodel s.

At 14002, SNODEP is nanually started on System 5 by the
operator. It searches the previous day’s observations from 13002
yesterday to 12002 today to nake the analysis valid at 00002.

Wen complete, the fields are sent to the SDHS where DOS anal ysts
performthe snow bogus. The bogus inputs are sent back to System
5 where they are integrated into the Snow Database by the New
Snow Bogus (NSNBOG) software. NSNBOG runs once a day. SNCDEP
runs on the Unisys 1100/91 in less than five mnutes and requires
| ess than 65K of nenory. It is witten in FORTRAN. The
followng diagramidentifies the data flow



RTNEPH

BACKBRIGHT XNBRIT

XSBRIT

DATABASE

SNOW
FLAG
SURFACE
REGIONS
SNOW
SNODEP ANALYSIS
CLIMO
FIELDS NS;BOG

BOGUS
INPUTS

SDHS DOS

XNBRI' T and XSBRI T are RTNEPH background bright ness dat abases.
Model Strengths and \eaknesses

Strengths -
- Daily snow coverage is quite good

Weaknesses
- Present nodel requires nuch human intervention to
mai ntain good quality
- No renotely sensed data are used to help in data sparse
regi ons
- lce coverage is a conpletely manual process

For more information on this nodel, see reference g.

A. Organi zation responsi bl e: sysm
B. Equi pment: Unisys 1100/91 (Systens 5 and 3)
C. Input: dimtology database
Terrain dat abase
Ceogr aphi ¢ dat abase
Conventi onal observati ons
Ceostationary satellite imgery and the SGB are
al so used during the snow ice bogus process
output: Snow | ce database on System 5 and 3
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2.3.1.2 Hgh Resolution Analysis System (HIRAS)

H RAS is the primary analysis systemin the Advanced \Wat her
Anal ysis and Prediction System (AWAPS). It is based on a circa
1980 nodel from the National Wather Service (NWS). The main
components of HI RAS are the first-guess nodel and an anal ysis
nodel . The H RAS anal ysis nodel is conposed oftwo distinct
nodul es: the surface nodule, and the upper-air nodul e. The
primary function of the surface nodule is to anchor satellite
derived thicknesses to a 1000mb height field. The
hei ght/tenperature soundings that are created by this process are
then placed in the upper-air database. AGRMET and SFCTMP al so
use the surface analysis. The upper-air analysis provides all of
the initial conditions for the d obal Spectral Mdel (GsSM).

The current version of H RAS anal yzes D val ues,
tenperatures, horizontal winds for mandatory pressure |levels from
1000 to 10 mllibars (mb), sea-level pressure, and relative
humdity (1000mb to 300mb). A D value represents a deviation in
hei ght fromthe reference value for a particular |evel. H RAS
uses an optinmum interpolation (O0I) techni que which produces the
anal yses. The 01 technique takes into account three factors: the
di stance between the observations and the grid point, the
accuracy of the observing instrunments, and the expected accuracy
of the first guess. It uses inputs from surface observations,
upper-air observations, and satellite soundings from the Defense
Met eorol ogi cal Satellite Program (DVSP) M crowave Temperature
Sounder (ssM/T-1) and the TIROS Operational Vertical Sounder
(rovs). The first-guess nodel produces a six-hour or 12-hour GSM
forecast which can then be used for a subsequent cycle's first-
guess. Morreover, wusing information on the error characteristics
of the observations and the first-guess fields, optinmm
interpolation can blend the first-guess with the observations to
produce nore accurate anal yses.

H RAS uses the LAT/LON database to store nmneteorol ogical
paraneters at latitude/longitude grid points. Also, all data are
stored at mandatory pressure |evels. Met eor ol ogi cal data are
stored in both spectral coefficient formand in a 2.5° x 2.5°
| atitude/longitude grid format (=150 x 150NM) and then
interpolated into the coarse nesh grid system The 2.5° x 2.5°
| atitude/l ongitude includes analysis data for relative humdity,

11



tenperature, standard pressure |evels, height ofstandard
pressure levels, and the u,v wi nd components. The u,v conponent
is awnd speed indicator; u represents wind speed in the
east/west direction (+ for east, -for west) and v represents w nd
speed in the north/south direction (+fornorth, - for south).

It is updated several tinmes each cycle by Xl RAS. See reference
d. Refer to Figure 3 for a diagram of the Xl RAS nodel. XI RAS

i ncludes the follow ng features:

a) Analysis is done on standard pressure surfaces in
the vertical and on an equal area gaussian grid in the horizontal
(Rurihara Gid).

b) Uses 01 as an objective analysis nmethod, and a 30-
wave Gesmto produce a six-hour or 12-hour forecast used as a

first-guess.

c¢) Directly analyzes five variables: heights, u and v
wi nd conponents are analyzed using nultivariate cptimum
i nt erpol ati on. Tenperature and relative humdity are anal yzed
using univariate optimum interpolation.

d) O her users of X RAS data include the Relocatable
W ndow Model (RwM), the Agricultural Meteorology Model (AGRMET),
the Atnospheric Slant Path Analysis Mdel (aspaMm), the Surface
Tenperature Mdel (sSrFcTMP), the Xigh Resolution Coud Prognosis
Mbdel (HRCP), the d obal Spectral Mdel (GsM), and the 5LAYER

cl oud forecast nodel.

e) Surface HIRAS’ primary function is to provide the
1000mb height field used to anchor satellite soundings. Surf ace
fields are al so produced. Surface XIRAS is aunivariate analysis
done on alatitude/longitude grid.

£) The actual upper-air analysis grid is lower in
resolution than the 2.5° % 2.5° |atitude/longitude grid.

g) The upper-air analysis is a transformation of the
sum Oof R24 wave residual fields and R30 wave first-guess fields.
The effective resolution of the upper-air analysis is between 24
and 30 waves.

h) The X RAS analysis uses a three-dinensional O01.
For example, a grid point at 500mb may use observations anywhere

12
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between 200mb and 1000mb. The only exception to this is above
100mb, where the or only | ooks horizontally for observations.

i) HIRAS draws nore forindividual observations in
dat a-sparse areas than it does in data-rich areas.

j) HI RAS conpensates for instrunent accuracy.

k) Upper-air wind and height analyses are multivariate
everywhere except in the tropics.

1) Upper-air tenperature and noi sture anal yses and al
surface anal yses are univari ate.

m) The first-guess in the stratosphere (above 100mb)
is the previous anal ysis.

n) The first-guess wind in the stratosphere is forced
to be geostrophic.

o) HI RAS checks input observation data, in addition to
t hose done by the AFGAC upper-air validator, when observations
are placed into the database. Those checks are a gross check,
whi ch throw out input observations that deviate morethan a
speci fied amount fromthe first guess. Abuddy check does a
further exam nation of suspect observations that are not quite
bad enough to be elimnated by the gross check.

Upper-air H RAS runs twi ce per 6-hour cycle: once for input
to the GSM and again forthe first-guess functi on. It takes
about 35 mnutes to run and generates data used as initial
conditions for the GSM and initial and boundary conditions for
the RMM  The surface HHIRAS is run three times per 6-hour cycle.
The conpute-intensive part of HHRAS is run on the Cray and the
data assim/lation and database witing part of H RAS runs on a
Uni sys 1100/72 (System A), HIRAS is witten in FORTRAN

MODEL STRENGTHS AND WEAKNESSES

Strengths
a) Hi gh dependability. It has been around for so |ong
that most ofthe bugs have been worked out. The hardware is also

gui te dependabl e.

14
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b) Uses the SSM T-1 database to provide observations
over data-sparse areas.

c) Strong quality control check of input observations.
(bservations go through the AFGAC validator, H RAS gross check,
and HI RAS buddy check.

- d) Frequent bogusing from the Meteorol ogical Products
Branch (DoM) el i m nates many maj or synoptic-scale errors.

e) Runs within operational tinme limts on current
har dwar e. Doesits primary job quite well, providing initial
conditions for the Gswm.

Weaknesses

a) Error statistics for satellite data are incorrect.
(bservation Error Standard Devi ati on (OESDs) and horizontal error
correlations of satellite sounding data are used in the oI
analysis to weight input observations according to the expected
accuracy ofthe data.

b) Radiation correction of sounding data is out of
date. This affects the stratospheric analysis.

c) Terrain field is very snoothed (R24-wave). Large
sea surface areas have el evati ons bel ow sea | evel

d) Analysis is done on 12 mandatory pressure |evels
rather than sigma levels. This keeps vertical resolution |ow

e) Extrenely |ow horizontal resolution (approximtely
R30-wave), nmatches the first-guess GSM

£) The first-guess for the analysis done above 100mb
is the previous anal ysis.

Note: Aglobal data field can be represented as a series of waves
usi ng spherical harnonics. For an R30-wave nodel, this two-

di rensi onal series of waves is rhonboidally truncated to 30 waves
in one direction and 31 wavesin the other direction.

See reference 1 for additional details.

15



A. Organi zation responsi ble: SYSW
B. Equi pnent: Unisys 1100/72 System A,Cray
C. Input: a. Upper-air and Surface Regi ons Database
- GSM First-Guess Coefficients (on pressure
surfaces, a 6 or 12 hour forecast) *
- Radi osonde Cbservations (RAOB) data
- Ceostationary Qperational Environnental
Satellite (GOES) wi nd data
- Surface observations
- Television Infrared Cbservation Satellite
(TIROS) (perational Vertical Sounder (TOVS)
data (NOAA 11)
- DVBP SSM T-1 Sensor (currently F10)

b. A"bogus* dataset created on the SDHS

Qutput: a. Coarse Mesh Dat abase
- AFGAC Coarse Mesh Anal ysis
- Hem spheric Anal ysis
- Spectral Analysis

b. Latitude/Longitude (HIRAS) Database
- 2.5° x 2.5° Analysis Fields
2.5° x 2.5° Analysis Error Fields

Anal ysis Coefficients (on pressure surfaces)*
Anal ysis Error Coefficients (on pressure
surfaces *

* Note: The coefficients in the input and output sections
are not on a lat/lon grid, but are represented as spheri cal
harnmoni ¢ coefficients orspectral coefficients.

2.3.1.3 Real -Time Nephanal ysis Mdel (RTNEPH)

The RTNEPH repl aced the 3DNEPH as the AFGWC cl oud anal ysis
nodel in August, 1983.Just as its predecessor, the RTNEPH
continues to blend high resolution satellite data and
conventional data to perform an automated cloud anal ysis. The
RTNEPH contains two nmajor differences from 3DNEPH the dat abase
definition ofthe vertical structure, and the addition of
di agnostic information. RTNEPH employs four floating vertical
layers versus the 15 fixed layers in 3DNEPH. This allows a
greater vertical resolution as cloud bases and tops are sharply

16



defined and renbves constraints on applications that are
sensitive to cloud | ayer definition. The addition of diagnostic
information allows better quality control techniques and nore
detail for users ofthe database.

The RTNHPH cl oud anal ysis nodel uses primarily single
‘channel infrared (IR) data in addition to sone visual (vis) data,
conventional weather observations, snow data, surface
tenperatures, and upper-air analyses to construct the final
dat abase. @ The RTNHPH employs a “threshold" nethod to anal yze
satellite data. Using the surface tenperature database,
background brightness, and other empirical corrections, the
RTNHPH deci des on a pixel value for the "cloud/no-cloud"®
threshold. Any pixels which have a value that indicates it is
col der (brighter) than the threshold are recorded as indicating a
cloud is present. A "clustering"” technique determ nes cloud
| ayers and anounts. This is done on a quarter-nmesh (25NM), pol ar
stereographic grid with up to four floating cloud |ayers at each
grid point.

The nodel determ nes the cloudy/clear grayshade cutoff,
elimnates clear pixels, clusters cloudy ones into |ayers, and
conputes | ayer anounts. This is done nostly with IR data
al t hough the visual data is used to adjust total cloud and to

hel p determ ne cloud type. If conventional data is newer, it

will be used for low cloud detection. The nodel runs on System5
inmedi ately after receipt of new satellite inmagery. The primary
use of the RTNEPH database is to initialize the five-layer and
tropi cal cloud forecasting nodels (SLAYER TRONEW), and the HRCP
cl oud forecast nodel .

The input data for RTNEPH have characteristics dictating a
conprom se between fine and coarse resol ution. The satellite
data used by RTNEPH are taken fromthe AFGAC Satellite d oba
Data Base (sSGDB). The SCDB incorporates visual and infrared
imagery from the DVBP satellites and infrared imgery from NOM
weat her satellites. Raw DVSP satellite data (1.5NM resol ution)
is processed to result in snoothed grayshade values and is stored
in the SGB at a resolution of 3NM

To get a representative sample of cloud |ayers, a set of
poi nts nust be conbi ned. RTNEPH currently uses a 16 x 16 array
(i.e., four eighth-nesh points) of SGDB val ues. If too few
points are conbined, the analysis loses the ability to determ ne
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cloud | ayer structure. If too many points are conbi ned, however,
the analysis loses the fine detail provided by the satellite
data. Conventional observations such as surface reports and
RAOBS are al so used as input to RTNEPH. Conventional data is
updated every hour. These observations typically describe an
area with a radius of 20NM to 50NM. If the resolution ofthe
grid is too coarse, nmany conventional observations may occur
within a grid box causing sone to be discarded or nerged.

However, too fine a grid would let the conventional data distort
the anal ysis provided by the satellite data.

The data in RTNEPH are arranged vertically in up to four
cloud | ayers at each point. Each | ayer has information on cloud
anount, type, base, and height. The layers are sorted by cloud
base, with the highest base in layer one. The |layers can
overlap, and the top and bottom boundaries are not fixed. See
Fi gure 4.

Basi ¢ RTNEPH Functi ons

There are six basic nodules within the RTNEPH system The
three primary nodul es are:

a) Satellite processor, which perforns a cloud
anal ysis based on satellite data only and produces an
i nternmedi at e dat abase.

b) Conventional processor, which builds an
internedi ate anal ysis based solely on conventional data (surface
observations and raw nsonde observati ons.

c) Merge processor, which nmerges the satellite and
conventional analyses to formthe RTNEPH dat abase.

The above three modules make up the core of the RTNEPH
system The systemis conpleted by adding the follow ng three
support nodul es:

a) Bogus processor, which allows manual nodification
to correct deficiencies in the automated anal ysis.

b) Display processor, which allows specific paranmeters
to be displayed in formats usable to neteorol ogists.
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c¢) Driver module, which schedules the execution ofthe
Satellite and Merge Processors based on availability of the data ~—
and conputer resources.

There are databases which provide direct data inputs or
provi de data supporting the analysis of conventional or satellite
data. Examples incl ude:

a) Ceography/Terrain database, which includes terrain
hei ghts as well as indicators of geography type (e.g., |and,
wat er, coast, ice-covered water) for the eighth-mesh grid

b) Satellite dobal Database, the array of satellite
data represented by grayshades for three nautical mle resolution
pi xel s.

c¢) Surface tenperature database, which contains
surface tenperatures at eighth-nesh for the infrared satellite
data to use for determ ning cloud-covered pixels.

d) Upper-air tenperature database, used to calcul ate
the tops of cloud layers derived frominfrared satellite data.
The resolution is 200NM

e) Conventional reports database containing the
reports used in the conventional processor.

£) Snow data fromthe SNODEP dat abase.

g) HIRAS and GSM (lat/lon dat abase) al so provide data
for input to the RTNEPH

Qperating Mdes

RTNEPH operates in one of three nodes in the AFGWC product-
ion cycle: sprint, non-sprint, and update (Synoptic). Each node
has a specific purpose.

The Sprint Process.

The sprint cycle is designed to incorporate a quarter-orbit
of satellite data as quickly as possible into the RTNEPH and then
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into the BRCP cl oud forecast nodel. The sprint cycle is initia-
ted by the receipt of aquarter-orbit of data into the AFGAC
computer system The data are mapped into the SGB and then the
RTNEPH Satellite and Merge Processors process the RTNRPH boxes
containing new satellite data. The RTNRPH out put is manually
quality controlled (bogused) and, if needed, changes are nmade by
the bogus process. The bogus process uses all avail able
satellite inmagery (DVMSP, NOM and GOES), conventional data, and
anal yst experience to acconplish the RTNEPH bogus. The anal yst
may nmake adjustnents to the automated anal ysis oftotal cloud,

| ayered cloud anobunts, and/or cloud heights. The updated RTNEPH
analysis is sent to System 3 to start the forecast partof the
Sprint process (HRCP). This process is outlined in Figure 5
(Sprint Process).

The Non-Sprint Cycle

The non-sprint cycle is simlar to the sprint cycle except
the tineliness, manual quality control, and i mediate cloud
forecast nodel input restrictions are lifted. It al so operates
on a quarter-orbit basis. If the satellite data does not go
through the sprint cycle, it does not go through the RTNEPH bogus
process but does go into the SGDB. Though the non-sprint cycle
is not as tine critical as a sprint, it is extrenely important
for the complete dat abase.

The Update Cycle

The purpose of the update cycle is to incorporate as nuch
data as possible every three hours before nmaking a“synoptic"®
copy. Unlike the sprint and non-sprint cycles, the update cycle
operates on a hem spheric basis. Al remaining unprocessed
quarter-orbits fromthe |ast update cycle are processed in the
Satellite Processor. Then this data is nerged with the nost
recent conventional data. Finally, asnapshot ofthe database is
created to nmake the synoptic copy. The northern update is built
approximately two hours after data tinme (00002 built at 02002)
and the southern update is built three hours after data tine.

MODEL STRENGTHS AND WEAKNESSES
Strengths

a) The nodel is fast. It can process aquarter-orbit in
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about five mnutes on the Unisys 1100/91 (System 5).

b) The *total cloud" analysis is accurate about 80-85%
according to limted, but detailed verification. ( r e f . CMEP)

¢) The nodel is witten in FORTRAN 77.

d) The nodel is flexible and can process either IR or both
IR and visible data depending ondata availability and tinme of
day. I ncorporating visible data enhances the quality of RTNEPH’s
total cloud cover output.

e) Allows nanual nodification, if needed, to improvein weak
ar eas.

£) Incorporates non-satellite weather analyses (primarily
surface observations) when avail able and merges t hese sources
with satellite observations.

g) Can be tuned to account for both regional and seasonal
variations affecting its perfornance. SYSM performs routine
quality control on nodel output to identify the need fortuning.

Weaknegsges

The RTNEPH nodel has sone weaknesses which are often caused
by the model’s inability to accurately determ ne which pixels are
above or below its cloud/no-cloud threshold. Generally, an
attenpt is nade to conpensate for the weaknesses by doing a
manual bogus on areas where the nodel is known to have problens.
The known weaknesses are:

a) Detection/interpretation oflow clouds
(thresholding breaks down over snow or very cold background
scenes).

b) Thin cirrus detection.

c) Couds along coastlines.

d) Interpretation ofcloud |ayer amounts, types, and
especially precipitating clouds (lack of mcrowave al gorithns

and/or data to see through clouds, and weaknesses in grayshade
variance al gorithns).
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e) Single channel (IR) satellite analysis at night.

f) Mislocated fields (software geolocation errors,
satellite hardware precision limtations, time difference between
nmeasurenment and valid analysis tinme; conbined, these errors are
on the order of eighth-nesh).

The out put RTNEPH dat abase is used by the SLAYER, TRONEW
HRCP, AGRMET, and srcTmpP nodel s.

For additional information, see the RTNEPH dat abase descri p-
tion in Appendix B and the docunent in reference c.

A. Organi zation responsi ble: SYSM
B. Equi pnrent: Unisys 1100/91 (Systens 5)
C. Input: Satellite d obal Database C oud Data
Ceogr aphy/ Terrain data
Conventional Qobservations
Snow dat a
Surface Tenperature
Upper-air analysis data
Speci al Sensor dat abase
H RAS dat abase
GSM lat/lon dat abase
Qutput: RTNEPH d oud Anal ysis dat abase

2.3.1.4 Surface Temperature Mddel (SFCTMP)

The Surface Temperature Mddel is designed to anal yze and
forecast (short-range) worldw de surface tenperatures at 25NM
grid points (eighth-nesh) and three-hourly intervals.
Tenperatures are modelled at the earth's surface (skin) and at
shelter height (two neters).. It was devel oped at AFGAC and
becane operational in April 1991. The Data Format Handbook
contains the only current description of the progranmis file
interface. Over land, the nodel produces first-guess tenperature
anal ysis and data error characteristics, applies an 01 Cressman
(point) snoother to the analysis, then nakes a forecast and
hori zontally snooths the fields to reduce errors. Skin
tenperatures are a byproduct of shelter temperatures over | and.

Over water, the Navy data (see below) is interpolated to
ei ghth mesh fornat. Skin and shelter height tenperatures are
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identical (assunmes the tenperature gradient is negligible).

Also, 3 and 4.5 hour forecast temperatures are identical to the
anal ysis for each cycle (assunes negligible tenperature evol ution
over this tinme scale). SFCTMP uses a truncated version of the
Oregon State University Planetary Boundary Layer nodel: It uses
only one atnospheric |ayer and parameterizes tenperatures above
that |evel.

The nodel uses external input sea surface tenperature data
from the Navy (Fleet Nunmerical Cceanographic Center) at a grid
resol uti on of 200NM (whol e- nesh). Internally at AFGAC t he nodel
uses data from the conventional observations database (hum dity,
observed temperatures), RTNEPH IR and Special Sensor M crowave
Imager (SSM/I) data, HIRAS wi nd data, GSM database (surface
tenperature), the Snow |ce database (used to determne if the
area is covered by snow), and the previous SFCTMPthree hour
forecast. Conventional observations originate externally, but
are revalidated internally. Also, terrain, geography, cloud
cover (heating rate), ACRMET actual and potenti al
evapotranspiration, and soil noisture data play a supporting
rol e.

The nodel outputs 25NM (ei ght h-nesh) worl dwi de surface
tenperatures at analysis time, a three hour forecast, a 4.5 hour
forecast and sone error statistics. The tenperatures are in
Kelvin with an accuracy 2.5° to 3° near conventional observing
sites. Water accuracy is defined solely by Navy data quality.
Conventional observations are used as ground truth. The
forecasts are for both skin temperature (surface) and shelter
hei ght . The output is stored in the Northern Hem sphere forecast
dat abase (XNSFCT) or the Southern Hem sphere forecast database
(XSSFCT). Later the surface tenperature data is used by RTNEPH.
This a very inportant nodel and is considered to be the "right
arm* of RTNEPH  The Environnental Technical Applications Center
(ETAC) archives the SFCTMP anal ysis data.

The nodel runs every three hours on System 5 starting at
0130z (about 1.5 hours after conventional data becones
avai | abl e). HIRAS/GSM data is available every other cycle. The
Nort hern Hem sphere runs one hour ahead of the Southern
Hem sphere. The runs take about 45 mnutes for the Northern
Hem sphere and 30-45 minutes for the Southern Hem sphere. SFCTMP
is witten in FORTRAN 77 and runs on a Unisys 1100/91 under the
EXEC operating system See Figure 6 and reference jJ.

25



9z

DMSP
Satellite VIS/IR
and SSM/I Data

Surface Temperature Model

RTNEPH

Conventional

Observations

AGRMET DATA
(Evapotranspiration,
Soil Moisture)

Geography/Terrain
(XF1X64)

(SFCTEMP)

HIRAS (Winds)
GSM (Surface Temp.)

Snow/lce Data

{a

Ny,

Dine
Sea Surface

Temperature from

FNOC

Northern Hemisphere
Analysis/Forecast
Database
(DATMANXNSFCT.)

Southern Hemisphere
Analysis/Forecast

Database

(DATMANXSSFCT.)

/

FIGURPF 6



MODEL STRENGIHS AND WEAKNESSES
) Strengths

a) It is a nodern robust nodel (e.g., it has several
data sources and can run if data is denied).

] b) It has a boundary |ayer process to nodel |ow |ayer
(two neters) and a soil hydrol ogy nodel to handl e noisture and
sun heating on the surface.

c¢) The nodel runs even when denied current data. It
can use previous data. However, if denied all outside data for
more than a couple of cycles, the output would start to degrade.

Weaknesses

a) It perforns poorly for G eenland.

b) A weakness in AGRMET shows up as a discontinuity in
SFCTMP .

c) Data is sparse in sone areas.

d) The whole nesh to eighth-nmesh interpolation over
ocean areas is a weakness.

e) FErrors tend to grow without new data observations

£) HIRAS data is interpolated from 3/4 nmesh to 1/8
mesh

g) The nodel takes a relatively long tinme to run and
uses a |l arge anount of nenory.

emand 2 JUOENMR 00 OEDNAN 0 SWIEEREN o

! A. Organi zation responsible: SYSM
B. Equi pment tnisys 1100/91 (Systens 5)
C. Input: RINEPH Dat abase
SSM/I Data
Conventional Observations
AGRMET Dat a
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Ceogr aphy/ Terrain Data
HIRAS W nd data
csm surface temperature data
Snow | ce data
Sea Surface Tenperatures from FNOC
output: Hem spheric Surface Temperature Anal ysis Database

2.3.1.5 Agricultural Meteorol ogical (AGRMET)

The AGRMET nodel was devel oped to provide the best possible
agricultural neteorol ogical (AGROMET) anal ysis from avail abl e
AFGAC dat abases. It is a diagnostic nodel (not predictive) and
provi des worl dwi de analysis at a spatial resolution of about 25NM
(AFGAC ei ghth-nmesh grid).

Because of its access to worl dwi de weather data, AFGAC
devel oped an agroneteorol ogical data assimlation model in 1974
and began providing this information to the USDA’s Foreign
Agricultural Service (FAS). This enabled the FASto run crop
yield prediction nodels for major grain growing regions of the
worl d, thereby keeping the US government, and interested factions
of the US economy, i nfornmed about the status of world grain
producti on. In 1984 the decision was nmade to redesign and expand
the data assimilation nodel . The effort was extensive and the
new model went on-line in April 1990.

The nodel achieves its purpose by using a new radiation
schene and a new soil hydrol ogy schene which are essentially the
core of the AGRVET nodel. The radiation schenme was devel oped at
AFGAC based on work done by Dr. Shapiro, Dr. Wachtman, (Air Force
Geophysics Lab, 1987) and Dr. Idso (U S. Water Conservation Lab,
Phoeni x, Az., 1981). The soil hydrol ogy schene was devel oped by
Oregon State University and adapted for AFGWC’s use by the
Phillips Lab (PL/LY). The soil hydrology scheme (from the OSU
Pl anetary Boundary Mbdel) ingests AFGAC regions and fields data
and radiation-scheme data and then generates 19 crop, soil, and
nmet eor ol ogi cal - dependent AGRMET paraneters at 25NM resolution for
all major | andmasses around the globe (in 58 of the 128 eighth-
nmesh RTNEPH boxes). The FLUX3 Programis the heart of the soil
hydrol ogy algorithm and is very advanced.

The model al so uses an optinmum interpolation technique for

fol di ng observed neteorol ogical data into gridded neteorol ogical
analysis (first-guess fields), significantly improving the
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accuracy of the anal ysis. For exanple, HIRAS is used as a first-
guess and then observations are laid on top and bl ended into the
field. In addition, the nodel has a precipitation analysis
schene which uses several input sources to calculate
precipitation anmounts over heavily populated as well as renote
areas ofthe gl obe

The nodel has algorithns for the cal culation of the
phenological stage of four major grain crops: w nter wheat,
spring wheat, corn, and rice. Dual cropsinthe sane area are
not nodel ed. The nodel assumes a single crop per year and that
the sane conditions exist for the entire 25NM x 25NM grid cell
This includes such things as soil type, precipitation, and crop
type. This is a coarse assumption in the agricultura
net eorol ogi cal community. The nodel essentially assumes what
at nospheric condition8 would allow at that point and no human or
urban effect8 are taken into account.

n n ~-El

The BOSS runstream executes TIMSET (see descriptions bel ow
for the prograns nentioned in this section) and then determ nes
whi ch add el enent (add-elt) is added. If the latest H RAS
dat abase is 00002, AGROZ w Il be added. iIf the latest H RAS
time is 12002, AGR12Z will be added. If the HRAS tine is 0600z
or 18002, SFCFLD w Il be added. BOSS is started by the System 5
operator at approximately 0355Z plus every 6 hours, after System
5 receive8 the H RAS dat a. STORUA is the receiving program on
System 5 for H RAS data. The programis completely autonated
with the exception of the operator starting the BOSS runstream
and tape handli ng. The follow ng diagram shows the sequence of
AGRMET'’s Execution Control System.
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Program Execution control System

12002 0000z 0600Z, 18002
BOSS s === === === ==~ ' SMIRUN
[
[
| .
1
AGR1200Z AGRI0D007Z SFCFLD i
|
| | | |
FLDBLD FLDBLD FLDBLD TIMSET SMIEDR
SFCALC SFCALC SFCALC
PRECIP PRECIP
FLUX3 FLUX3
DAILY
TAPBLD
The SMIRUN runstream executes SM EDR It is started by the

System 5 operator at about 0030Z plus every three hours.
Program Descriptions

1. TIMSET Program  TIMSET retrieves the most recent julian
hour cycle of the HIRAS database and the |ast time FLDBLD was
executed and sets the last third ofthe condition word. The
condition word is then used in runstream BOSS to determ ne which
add-elt to add (which programs to execute) forthe given tinme.
TIMSET i S executed every six hours.

2. FLDBLD Program FLDBLD builds data files containing
ei ght h-mesh pol ar stereographic surface and upper-air
meteorological data fields. The files cover 58 mmjor |andmass
RTNEPH boxes. FLDBLD i s executed every six hours.

3. SFCALC Program SFCALC creates paraneter fields for the

surface needed by FLUX3 and DAILY using output from FLDBLD and
observations from the Surface Regions Database. SFCALCis
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execut ed every six hours.

4. PRECIP Program PRECIP generates three-hourly
precipitation amounts from observations and precipitation
estimate sources for use by FLUX3, and 12-hourly amounts for use
by DAILY. PRECIP IS executed every twelve hours.

5.  FLUX3 Program. FLUE3 operates the radiation and soi
hydr ol ogy schenes. It processes through four three-hourly
periods in one hour tine steps. FLUX3 is executed every twelve
hours.

6. DAILY Program DAILY builds 24-hour anmounts from 12-
hourly anmounts for assorted paraneters stored in various data
files by the other prograns. The daily anounts thus coll ected
and calculated are witten to the AGRMET dat abase. DAILY is
executed every 24 hours between 16002-1900Z.

7. TAPBLD Program. TAPBLD retrieves data fromthe AGRVET
dat abase and wites it to tape for use by external custoners.

a. SMEDR Program. SMEDR retrieves the |atest 8SM/I rain
‘rate Environnental Data Records (EDRs) and wites themto a file
for use by the PRECI P Program SM EDR i s executed every three
hour s.

Databases Used

The AGRVET model uses several databases resident on the
AFGAC systens. They are listed bel ow

1. AFGANC Surface Regions Database. Provi des gl obal data
from surface neteorol ogi cal observations. AGRMET uses surface
temperatures, dew poi nt temperatures, w nd speeds, and
precipitati on anounts.

2. H RAS Dat abase. Provi des 150NM resol uti on gridded
gl obal analysis of the atnosphere using Optimum Interpolation
nmet hods. HIRAS provides first-guess fields oftemperature, D-
value, relative humidity, and surface wind speed. AGRMET uses
five parameters from four |evels.

3. 8SM/I Dat abase. Provi des 8SM/I data at ei ghth-nesh
resol ution, worldw de. AGRMVET uses EDR rain rates in mllineters

31



per hour (mm/hour).

4. Synoptic RTNEPH Dat abase. Provi des cloud anounts and
cloud types at eighth-nmesh resolution, worldw de. AGRVET uses
both to estimte precipitation.

5. Snow Anal ysis Mdel Database. Provi des snow dept hs and
age at eighth-nesh resolution for those RTNEPH boxes where snow
i s possi bl e. AGRMET uses smow depths only.

6. Hem spheric Fixed Fields Database (XFI X64). Provi des
terrain heights and a crude geography flag (land, water, or
coast) at eighth-nmesh resolution, worldw de. AGRVET uses both.

7.  ACRMET Dat abase. Contains seven days of 15 daily
agricultural meteorol ogical values that are accessed and witten
to tape by TAPBLD in groupi ngs of two-days, three-days or seven-
days, for shipnent to the AGROVET customers.

Files Used

The AGRMET nodel uses data files resident on System5 to
store neteorol ogical information and program control data. These
files are:

1. CONTROL File. This file allows aprogramer to change
wei ghting factors. It also contains point-processing swtches,

box- processing switches, and program run tines.

a. PRVSET File. This file allows a programmer toalter the
nmet eor ol ogi cal constants used in the soil hydrol ogy schene. The
file is divided into soil-dependent and vegetati on-dependent
paraneters and each Dart is accessed directly.

3. MERGM File. This file allows a programmer to alter how
much real precipitation and how nuch estimated precipitation is
used to create the nerged precipitation anount for a given point.

4, SOILTYPE File. This file contains the predom nant soi
type for all eighth-nmesh grid cells (the 25NM x 25NM area
surrounding a grid point) which correspond to major | andnass
points on the globe. These data are used todeterm ne soil-
dependent parameters in the soil hydrology schene. Soil data
were derived froma 10 x 10 soil data set devel oped by Zobler at
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the Goddard Institute for Space Studies (GISS). The data
contains seven mneral soil textures and an organic soil type.
The OSU soil hydrology algorithmis dependent on knowing the
drai nage characteristics of soils.

5. CROPTYPE File. This file contains the custoner
requested crop type (normally the predom nant crop type) for al
ei ghth-mesh grid cells which correspond to najor |andmass points
on the gl obe. Forregions with no crops, the types were derived
froma 1o x 1o data set developed by Elain Matthews at the G SS.
These data are used to determ ne the vegetation-dependent
paraneters in the soil hydrol ogy schene.

6. Daily Plant Phenology Files. These files contain the
phenol ogi cal stage (in photothermal units) of the crop at each
maj or | andmass point with a non-natural vegetation type. The
phenol ogi cal stage val ues are crop-dependent and are reset to
zero at the end of each grow ng season

7. BOTTOM ST File. This filecontains soil tenperatures at
three neters deep (the nodel's bottom boundary). These data are
actually nean annual air temperatures. They are used because
three neter soil tenperatures are fairly invariant and because
the soil hydrol ogy schene cal culations are made far fromthis
boundary.

a. SNDEP File. This file contains the snow depths at each
point at the end of each 12 hour execution of the FLUX3 program
It is used to initialize subsequent execution of the FLUX3
program when the XSNDEP dat abase has not been updated in the
interim Since the XSNDEP dat abase is nornally updated once a
day, it is expected that this file will be used every other 12
hour s.

9. PCCEF File. This file contains precipitation
coefficients (precipitation rates in mm/hr). The coefficients
are stratified by cloud anobunt and type, |latitude band, |ongitude
interval, and tinme of day. They are refreshed continuously and
are a source of estimated precipitation rates when the only
"observed" data available at a grid point are cloud type and
anount .

10. Daily Snow Depth Files. These files contain snow
depths retrieved from the XSNDEP once a day. They are needed
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because the database only retains two days of snow depths and the
AGRMET nodel needs up to seven days of data on certain days. In
the event the XSNDEP database is corrupt or a data retrieva
attempt fails, the daily data are obtained fromthe SNDEP file.

11. Planting and Harvesting Files. These files contain the
l[imting planting and harvesting dates (in Julian date) for
various crop types.

12. SM EDR Fi l es. These files contain 8SM/I rain rates and
point tinmes extracted £rom the SSM/I dat abase.

13. First-CQuess Fields Files. These files store the
anal yzed first-guess fields extracted from H RAS

14. Intermediate Analysis Qutput Files. These files store

t he anal yzed data fields generated by and used by various parts
of the AGRVET model.

15. Daily Statistics Files. These files contain nodel
statistics fromthe SFCALC, PRECIP, and DAILY prograns. Afile
will contain statistics for that day's processing.

Model Qutputsg

The AGRMET dat abase contains seven cycles of northern and
sout hern hem spheric AGRMET data. A cycle consists of 15 weat her
paraneters. The following is a list of these paraneters which
are stored in the database daily:

24 hour actual evapotranspiration

24 hour potential evapotranspiration

24 hour average soil noisture (top |ayer)

24 hour average soil noisture (bottom | ayer)
24 hour average soil tenperature (top |ayer)
24 hour real precipitation (observed)

24 hour estimated precipitation

24 hour nerged precipitation

Dai ly nean temperature

0. Daily maxi mum tenperature

11. Daily mninum tenperature

12. Relative humdity at daily mninum tenperature
13. 24 hour summed infrared radiation

14. 24 hour summed sol ar radiation

ROP NOURWNE
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15. 24 hour sunmmed w nd

In addition to storing AGRMET output in the ACRVET dat abase,
data are also stored in the "first-guess fields" files. The
actual evapotranspiration and potential evapotranspiration are
al so used by the SrFCTMP Model .

The only external output from ACRMET are the tapes that are

generated and sent to the custoner. The Monday, 12002 run takes
the longest tinme to process because it produces four tapes (three
seven-day tapes, and one three-day tape). This process takes

about two hours of wall-tine wth approximately one hour of
central processing unit (CPU tine. The Tuesday, 12002 run is
shorter (50 mnutes wall-tine with approximately 30 m nutes CPU
time) because no tapes are generated. On Wednesday, one tape is
generated which takes about 90 m nutes with approximately 50

m nutes of CPU ti ne. The average daily CPU tine is about one
hour .

The formal verification of the AGRMET nodel was conpl eted by
AGROVET cust oners. Probl ens were noted wth precipitation
estimates in data sparse regions and corrections were nade to the
code. More nodifications are being designed to correct this
pr obl em Sonme of the stated requirenents for AGRMET are not
realistic. There is quite a bit of spatial and tenporal
variability in a 25NM x 25NM box. Most of the accuracy
requi rements are supplied from custoner feedback which indicates
whet her the data was valid or not.

Wrk is currently being done on a quality control program
There is a QCPRINT which has information on each point and is
used for examning trends. Any rewite should include a test
node. Currently, there is aFLUX3 test driver forchecking out
al gori t hns. Al so, no in-house dataanalysis is done.

The AGRMET nodel is witten in FORTRAN 77. It runs on the
System 5 Uni sys 1100191 with the EXEC operating system See
Figure 7.

Model Strengths and Waknesses

Strengths

a) AGRMET is a worldwi de near real -tinme
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di agnosti c nodel . It is the only one of its kind.

b) AGRMET uses the mninum anount of conputer tine
whil e producing usable results for all AGRVMET custoners.

c) Qutput is much nore accurate in data dense areas
due to the heavy use of observational data in the nodel.

d) Many of the constants and arrays in the nodel can
be changed easily by updating the CONTROL file. This allows
gui ck updates to areas when problens are noti ced.

Heaknesses

a) AGRMET uses observational data to the fullest
extent. Because of this, the nodel's output becones |ess
accurate (for nost paraneters) for points further away from
observation sites.

b) When observed data are spread over the first-guess
field, variations in elevation are not accounted for. The
observed value will be spread (using the Barnes convergent
wei ght ed- averagi ng interpol ation technique) to adjacent grid
points even if the point is significantly higher or |ower.

c) The eighth-nesh resolution is not conducive to
anal yzi ng paraneters in nountai nous areas. The spati al
variability of the terrain is nuch greater than the resolution of
t he nodel .

d) ACRMET relies heavily on output from other nodels
run at AFGAC |i ke RTNEPH, H RAS, and ssM/I. Because of this,
AGRMET inherits the Iimtations and weaknesses of these nodels.
For exanple, RTNEPH has problens determ ning cloud type
i nf ormati on. This will inpact AGRMVET especially in the
cal cul ations of radiation and precipitation.

e) ACRMET does not run for all land points. Sonme
i mportant agricultural areas are mssed (e.g., Southeastern
Brazil, Wstern and Eastern Africa).

£) AGRVET assunes a uniform crop cover in the grid-
box(25NM x 25NM). Roads, additional vegetation types, or nan-
made structures are not accounted for. It is possible, and very
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likely, that there will be a number ofdifferent vegetation types
growing in the grid box, also the box will probably have roads,
structures, and small |akes that would not be accounted for by

t he nodel

g) AGRMET assunes that there are NO urban areas in the
world. Allpoints are 100% covered with sone sort of vegetation

t ype.

h) AGRMVET soil type information is also uniform for
the grid box. The variability ofsoils within the box is not
accounted for. This has a mmjor inpact on the soil hydrol ogy
out put .

i) Although AGRMET tine-steps through the soil
hydrol ogy algorithmin one-hourly increnments, input data are only
avail able inthree-hourly increnents and, in data sparse
| ocations, sonme of these data are available only in six-hourly
i ncrenents. (HIRAS produces six-hourly output which becomes the
nodel 's first-guess field) In data sparse areas these data woul d
be the sane for both three-hourly tine steps since observed data
woul d not be spread over the firstguess fi el d. | n summary, the
tenporal resolution ofthe output is greater than the tenpora
resol ution of the input.

3) AGRMVET maxi mum and m ni num temperature for the grid
poi nt woul d be the max/min temperature for a three-hourly period.
If the max/min tenperature was between three-hourly periods, it
woul d not be reported. This results in a slight warmbias with
the mninum tenperature, and a slight cool bias with the maximum
temperature.

k) In the soil hydrology algorithm soil noisture is
only available from precipitation or snow nelt at the gridpoint
| ocati on. Runof f from other |ocations, irrigation, or a high
water table do not have any effect on the soil noisture. If a
gridpoint is at a location with a lot of runoff from other
| ocati ons where noisture is readily available from the high water
table, or there has been no precipitation in the area, the soi
noi sture will dry out.

AGRMET Precipitation

a) The 8sM/I algorithm that produces the rain-rate
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EDRs that are used in the AGRMET model cannot produce accurate
precipitation estimates.

b) It is difficult to produce precipitation estinates
from cloud information as is attempted with AGRMET’s cl oud
i ndexed Precipitation Coefficients (PCOEFs), especially when
there are problens with the cloud information available fromthe
RTNEPH nodel .

¢) The PCOEFs are updated using either the RAINBO
estimates of precipitation, or the observed val ues of
precipitation. RAINRO is an estimated precipitation that is
calcul ated using the station's preseant weather code. There are
probl ens with the RAINRO anpunt, which varies fromregion to
region, which in turn causes variations in the accuracy of AGRVET
fromarea to area. The use of observed data that appearsto be
much more accurate also has limtations. M ssed or poor quality
observations (which is common) will effect AGRMET’s accuracy.

d) The PRECI P program uses most sources of observed
precipitation, but it does not spread the values to adjacent grid
points as it does with other outputs such as temperature and
wind. The nodel relies heavily on cloud information to determ ne
precipitation at non-observation grid points.

e) Mst of AGRMET’s output relies in sone way on the
accuracy of the precipitation dat a. Forthis reason, weaknesses
inthis area will effect nost of the AGRMET nodel .

See references h and i.

A. Organi zation responsible: SYSW
B. Equi pnent: Unisys 1100/91 (Systens 5)
C. Input: Exi sting AGRMET Dat abase
H RAS Dat abase
Surface (bservations Database
SSM/I Data
Snow/ | ce Dat abase
Geogr aphy/ Terrai n Dat abase (XFIX64)
RTNEPH Dat abase (C ouds)
Matt hews Veget ati on Dat abase
Qut put: ACRVET Dat abase
- Evapotransgiration
- Soil Moisture
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Precipitation

Dai |y Tenperatures

Rel ative Hum dity

Infrared and sol ar radiation
W nd Dat a

2.3.1.6 Relocatable Wndow Analysis Mdel (RWAM)

The Relocatable W ndow Analysis Mdel (RWAM), based on the
regional optinmum interpolation procedure at the National
Met eor ol ogi cal Center (NMC), was developed under contract and
delivered to AFGWC in 1990. It was utilized in generating the
anal ysis for the RW from Septenber 1991 until January 1992. At
that time, a serious flaw in the software design was discovered

whi ch was randomy producing noisy initial fields. If this
software design flaw can be repaired, the nodel initial
conditions will be nore accurate, and the tinelines will allow at
| east one wi ndow to begin running as early as 1.5 hours after
synoptic analysis tinme, which will inprove the tineliness of the
product for the operational user. Currently, RWM nust use the

i nterpol ated HIRAS gl obal analysis or the zero-hour GSM forecast
forits initial conditions.

2.3.1.7 Atnospheric Slant Path Analysis (ASPAM)

ASPAM is used to generate a “point analysis* (PA) of past
environnmental conditions for a selected |ocation. It is a
description ofthe atnosphere fromthe surface to 400,000 feet
for any specified location and tinme. ASPAM usually uses optimum
interpolation (oI)rather than relying on a single radiosonde. 01
is a statistical technique that conbines several data sources of
varying quality to provide the best value for various paraneters
at various vertical |evels.

In addition to vertical profiles, ASPAM can create a PA
along a specified slant path, oralong a line ofsight. A
vertical profile touches the surface and is perpendicular to the
surface. A slant path also touches the surface but varies in both
el evation angle and azinmuth angle. A line ofsight has the
| atitude, longitude, and elevation ofthe end points specified,;
it need not touch the surface. Avertical profile can be based on
the nost representative RAOB oron optinmm interpolation. The
latter is usually recommended. Slant path and |ine of sight
profiles nust be based on 01. AFGAC is responsible for PAs with
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request tines less than 24 hours ol d; USAFETAC processes PA tines
that are ol der than 24 hours. Input for the PA conputation is
taken from 10 dat abases and several data files. Depending on the
communi cations used, this can be a highly automated process. The
10 dat abases used are:

1. RTNEPH Dat abase
2. AFGNC Surface Regions

3. AFGAC Upper-Air Regi ons (includes RAOB, PIBAL, ROCOB and
nmet eorol ogi cal satellite based profiles)
4,  AFOGNC Aircraft Regions
5. H gh Resolution Analysis System Analysis
6. Hi gh Resolution Analysis System Error Estinates
7. H gh Resolution Analysis System Terrain
8. Terrain/lIndustrial Table
9. Snow Depth
10. DwvsP ssM/I

The IPAM*CNTLDATA file contains data that controls various
prograns. It includes, in part, sensor errors used by the 01
program. |n addition, ASPAM accesses several ASPAM specific data
files, e.g. ASPAM*SESS, IPAM*OZONE, IPAM*IVULCN (stratospheric
vol cani ¢ aerosol), etc.

ASPAMs that are unclassified or collateral classified wll
be processed by the Wather Information Processing Program
(WIPP). Requests for these PAs can be received and processed
automatically via AUTODIN. Custoxters without AUTODIN may have
their requests submtted manually upon coordination wth
AFGWC/DO. ASPAM reports, regardless of how they are submitted,
can be transmtted automatically via AUTODIN and/or AWN. Asingle
request may have nultiple addresses. Custoners w thout AUTODIN or

AWN rmay have their reports transmtted manually, e.g. mail, FAX,
etc., upon coordination wth AFGWC/DO.For WPP PAsS, requests
that are received and transnmitted via AUTODIN w |l be processed

conpletely automatically. ASPAMs that are SCI classified are
received and transmitted differently on System 3. Please see the
SCF FD for further information.

ASPAM supports a total of 11 paragraphs. However, three of
t hese paragraphs are nutually exclusive, so that at nost 9
par agr aphs can appear in a single report. Each report is tailored
to custoner requirenents. The paragraphs are described in the
next section. ASPAM is witten in FORTRAN. See Figure 8.
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2.3.1.7.1 Content of ASPAM paragraphs

The paragraph letters bel ow correspond to the paragraphs
used in ASPAM.

a) Latitude/Longitude or PA Site ldentification. The
site identification is a six character field called a Point
Anal ysis ldentifier. If the sanitize option is on, the PA Site
Identification will appear in paragraph (a).

b) Time and date ofthe PA.If the sanitize option is
on, paragraph (b) will be blank.

c¢) Gidded Ooud Description - This displays a gridded

depiction ofthe low, mddle, high, and total cloud cover for the
RTNHPH gri d points surrounding the PA point. An area extending
at least three grid points fromthe PA site is shown with a
nomnal grid spacing of 25 NM  The RTNEPH nodel produces an
aut omat ed anal ysis of clouds for both the Northern and Southern
Hem spher es. Itusesquality controlled data from satellite,
surface, and aircraft observations. The RTNEPH produces a
snapshot ofits analysis every three synoptic hours: 00002,
03002, 06002, etc. ASPAM computes its cloud depiction fromthe
RTNHPH anal ysis cl osest to the PA tine. For example, an ASPAM
profile request for al1l6252, 12 May 1988 woul d use the 15002z
RTNEPH anal ysis for that day. The data for this function are
obtai ned from the Real -Ti me Nephanal ysi s dat abase.

d) Pseudo-Surface Cbservation - This provides surface
visibility, wup to four layers of cloud data (bases, togs, and
cloud types), total cloud coverage, surface wind data (direction,
speed, and gusts), and present weather for the PApoint. It is
call ed a pseudo-surface observation because the data are actually
for the RTNEPH grid point nearest the PApoint and closest to the
PA tine (at nmost 17.7 NMand 1.5 hours from the actual PA point
and time, respectively). The datafor this function are obtained
from the RTNEPH and Surface Regi ons databases. Wnd data are
based on a surface optinum interpolation, not directly on
observations. |f RAOBVP was sel ected and the nearest RAOB was
within six NM then the RAOB surface wind is used.

e) Precipitable Water Profile - This provides the
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precipitable water anounts for specified |ayers fromthe surface
to 100,000 feet. Preci pitable water is the maxi num depth of
water that can be precipitated out ofal ayer. The custoner
chooses to use either the RAOB(s8) nearest the PA point or the 01
based on H RAS analysis, usually the latter. The t hi ckness of
the precipitable water |ayers varies as foll ows:

LAYER (FT., AGL) THICKNESS (FT.)
Surface - a, 000 1, 000
8,000 - 20,000 2,000
20,000 - 50,000 5, 000
50, 000 - 100, 000 10, 000

Data are conputed fromthe AspaM vertical profile. See
paragraphs f or i for the databases used by RACB-based or oIx-

based vertical profiles, respectively.

£) Radiosonde Meteorological Data - This provides the
RAOB- based vertical profiles forwnd (direction and speed),
temperature, absolute humdity, density, and pressure for
specified levels fromthe surface to 400, 000 feet (wind and
absolute humdity up to only 100,000 feet). ASPAM chooses the
nost representative RAOB and assunes it is valid at the PA event.
This paragraph is nmutually exclusive with paragraph h and

paragraph i. The vertical resolution of the |level varies as
fol | ows:
VERTICAL
LEVELS (FT, AGL) RE I (FT.)
Surface - 8,000 1, 000
8,000 - 20,000 2,000
20,000 - 50,000 5, 000
50,000 - 100, 000 10, 000
100, 000 - 400, 000 20, 000

Since mostRAOBs do not go above 100,000 feet, the Groves-
Mass Spectronmeter & |ncoherent Scatter 1983 (MSIS/83) node
cal cul ates density, tenperature, and pressure, but not humdity,
above this |evel. The Groves-MSIS/83 nodel specifies the state
of the upper atnosphere using climtology and recent solar
activity. When Rocket sonde Observations (ROCOB) are avail abl e,
they are used in the ASPAM profile for winds (if w nds begin
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bel ow 100, 000 feet), tenperature, noisture, density, and

pressure. The data for this function are obtained fromthe
Upper-Air Regions, H RAS Analysis (used to fill m ssing nmandatory
| evels), and SESS data file.

g) Remarks - This discusses the RAOB, surface
information, recent solar activity, data source weight table,
quality indices for noisture and tenperature, slant path, and
noi sture consi stency, as appropriate for the individual AspamM
request. Remarks are used to enhance the user's overal
under st andi ng of the ASPAM output, especially its reliability and
consi st ency. Remarks is a very flexible program and is very
responsive to the custonmer's request. There are only three
mandatory data that Remarks will always display: a summary ofthe
nearest RAOB, tenperature/noisture quality indices, and the SESS
data. When 01 is used to create the profile, the "nearest RAOB®
is actually the "most correl ated” RAOB. Wen the profile is
created via 01 (including paragraph h),itis recomended t hat
the data source weight table option be selected. The quality
i ndi ces are not considered reliable. Depending on the options
sel ected by the custoner, the data forthis program may be
obtai ned from the Upper Air, Surface, H RAS, SESS, and ssM/I
dat abases. Data are taken from the 01 program or RACBVP program,
and the pseudo-surface observation program (if Surface
(bservation Tabl e sel ected).

h) Aerosol Paraneters/Vertical Profile Information -
This provides information on the boundary | ayer conditions,
seasonal data, visibility, ozone, and effects ofvolcanic
activity. Thi s paragraph is designed to provide information for

the Phillips Lab Atnospheric Low Resolution Transmttance Mode
(LOWTRAN). The vertical profile section provides pressure,
tenperature, and absolute humdity. It al so provides one signa

alternate vertical profiles for temperature and absolute

hum dity. The vertical profile data are calculated via 01. This

paragraph is mutually exclusive with paragraph f and paragraph i.
The vertical resolution of the vertical profiles varies as shown

in the table followi ng this paragraph, the user nmay specify up to
11 additional pressure levels to be calculated and disglayed. The
aerosol paraneters are taken fromthe Terrain/lndustrial Table,

H RAS anal ysis, and the Stratospheric Vol canic Aerosol databases.

Data are also taken from the Surface, Upper Air, and QOzone

dat abases and the O DRVR and PARAD prograns.
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VERTICAL

LEVELS (KM, MSL) RESQ UTI ON (KM.)
Surface = 2.5 .25

2.5 - 5.0 .50

5.0 - 10.0 1.00

10.0 - 30.0 2.50

30.0 - 50.0 5.00

50.0 - 100.0 25. 00

i) Optimum |nterpolation Meteorological Data Profile
-This provides the 01 based vertical profiles for wnd (direction
and speed), temperature, pressure, density, and absolute humdity
(bel ow 100,000 feet). This paragraph is identical to paragraph
f, except that the profile is derived by the 01 process, rather
t han the RAOB-based process. Asin paragraph f, RGCOB data wll
al so be included in the profile. Below 100,000 feet, acceptable
RGCOB data wll be treated as observational data. Above 100, 000
feet, acceptable RGCOB data will be splined into the Groves-
MsIs/83 profile (wnd data nust have begun bel ow 100, 000 feet).
This paragraph is nmutually exclusive with RAOB-based paragraph f
and paragraph h. As with the precipitable water profile, the
custonmer nust choose between a RAOCB or OI-based poi nt anal ysis,
usual ly selecting the 01-based. The custoner can al so choose to
have this output displayed in paragraph f. The data for this
function are obtained fromthe three H RAS databases: analysis
(tenperatures, wi nds, humdity, and D-values); error estinates
(sane data as analysis); and terrain (surface heights). Data are
al so obtained fromthe Surface Regions, Upper-Air Regions,
Aircraft Observations, Terrain/ Geography, and SESS dat abases.

j) 24-Hour Surface Weather History - This provides a
24-hour weather history for the PApoint. The first line is valid
at the PAtinme. The subsequent eight lines are valid at three-
hour intervals, starting with the synoptic time (0OO0QZ, 03002,
06002, etc.) closest to the PA time. For exanple, an ASPAM
profile request for 10352, 21 Aug 1987 would start wth the 12002
RTNEPH anal ysis for that day. Each of the nine surface
observations are coded to include present weather, precipitation
type, up to four layers of clouds (base, coverage, and
t hi ckness), total cloud coverage, visibility, obstruction to
visibility, pressure, tenperature, dew point, and w nd data
(direction, speed, expected speed variation). The maxi num and
m ni num temperature during the 24-hour period and snow depth are
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also reported. The data for this function are obtained fromthe
RTNEPH, HIRAS, and Snow | ce dat abases. Data are al so taken from
t he Pseudo- Surface Cbservation program and the sel ected verti cal

profile (VP) program (RAOBVP or OIVP).

k) Refractive Index - This paragraph provides profiles
‘of wind, temperature, relative humdity, and of radio and optical
indices of refraction. The profiles also provide the verti cal
change in the radio index of refraction, and lists the refractive
condition for the layer. These profiles are calculated from
previously constructed vertical profiles. Please see the
appropriate vertical profile for the databases that influence
this paragraph. output data is for heights up to 100, 000 feet,
and at intervals of 500 to 2500 feet. Unlike the other Aspam
profiles, the height and interval are determ ned by the user.

2.3.1.7.2 Databases Used by ASPAM

The foll owi ng AFGAC dat abases are used by ASPAM

1. AFGWC*DATMANXTPRB Upper-Air (Cbservations

2. AFGWC*DATMANXTSFC Surface Cbservations

3. AFGAC* DATMA. NXTAI R Aircraft Observati ons

4. AFGAC* DATVANXSNDEP Dai ly Snow Depth (Model
out put

5. AFGWC*DATMANXFIX64 Geogr a)phy Data (fixed fields,
terrain and aerosol type)

6. AFGWC* DATMANXHRASA H RAS Anal ysis (Mdel output)

7. AFGWC*DATMANXHERRA HIRAS Error ( Model out put)

8. AFGWC*DATMANXHIRST H RAS Terrain (Fixed Fields)

9. AFGAC* DATVANXRTNOR RTNEPH, Northern Hem sphere

AFGWC*DATMANXRTSOU RTNEPH, Sout hern Hem sphere

(both nodel output)

10. DVEBP ssM/1 DVBP ssM/I paraneters

In addition, ASPAM uses several ASPAM specific data files, e.qg.
ASPAM*SESS, IPAM*OZONE, IPAM*IVULCN (Stratospheric Vol canic
Aerosol ), etc.

ASPAM is a systemof prograns. Some programs wll be used
by every PA request; sone prograns wll not (contingent on the
ASPAM options/ paragraphs requested). In the follow ng

subpar agraphs, "Accesses"™ neans the program reads the indicated
dat abases or data files directly. *Also used" neans the program
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uses the indicated data indirectly (i.e., the data is read by
anot her program and then passed to this program, or uses the
out put from ot her ASPAM programs which in turn have used the

dat a.

a) | PAMOBSIN and IPAM*OBSIN2. These two prograns are
used to |l oad nost of the databases needed by O DRVR (all PA
requests, except RAOBVP). OBSIN reads the observational and
fixed-field databases. OBSI N2 reads the HIRAS dat abases. Except
for RAOBVP requests, these prograns do most of the database
readi ng for ASPAM. Subsequent ASPAM prograns use these data to
buil d the various paragraphs of the ASPAM report.

Accesses: AFGAC* DATMANXTPRB
AFGWC*DATMANXTSFC
AFGWC*DATMANXTAIR
AFGWC*DATMANXFIX64
AFGAC* DATMANXHRASA
AFGWC*DATMANXHERRA
AFGWC*DATMANXHIRST

Al so Uses: None

i b) IPAM*OIDRVR*. This is used by all PA requests,
except RAOBVP; See Paragraph i. The Aerosol/Vertical Profile,
paragraph h, uses the output fromthis program 01l is used to
create the final AsSpPAaM profile based on all the databases read by
| PAMFOBSI N and IPAM*OBSIN2.

Accesses : ASPAM*SESS (used by the GROVES-MSIS/83 nodel
W t hin IPAM*OIDRVR to extend the profile above 100,000 feet)

Al so Uses: all accessed by IPAM*OBSIN and IPAM*OBSIN2

e The function of IPAM*OIDRVR W Il be split into two prograns in the
near future: |IPAMODRVR and |PAMOFIN. ODRVR will access all the
above databases and data files, except SESS. OFIN will access the
SESS data. The GROVES-MSIS/83 nodel may al so be separated eventually
out of | PAMO FIN.

c) IPAM*CLOUDS. This is used only by Pas that request a
gridded cloud depiction; See AsPaM paragraph ‘ec’.
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Accesses: AFGWC*DATMANXRTNOR
AFGWC*DATMANXRTSOU

Also Uses: None

d) IPAM*PARAD. This is used only by PAs that request a
pseudo-surface observation; See ASPAM paragraph ’d‘.

Accesses: AFGWC*DATMANXRTNOR
AFGWC*DATMANXRTSOU
AFGWC*DATMANXTSFC

Al so Uses: IPAM*OIDRVR output (for wind data) | PAWVRACBVP
output (if RAOBVP sel ected and nearest RACB within 6 NV

e) IPAM*PRECIP. This is used only by PAs that request a-
precipitable water table; ASPAM paragraph ‘E’. This program uses the
vertical profile created by other ASPAM prograns. The vertica
profile can be created as either a RAOB based vertical profile
(RAOBVP) or an O VP. Each of these two nethods may access sone ofthe

sane dat abases, but will use themdifferently.
Accesses: None

Also Uses: IPAM*OIDRVR output, Iif O VP is used, or
IPAM*RAOBVP output, if RAOBVP is used

£) IPAM*RAOBVP. This is used only by PAs that request a
RACB based vertical profile; See ASPAM paragraph “£’.

Accesses : AFGWC*DATMANXTPRB
AFGWC*DATMANXTSFC
AFGWC*DATMANXHRASA (used to fill m ssing RAOB
mandat ory | evel s)
ASPAM*SESS (used by GROVES/MSIS nodel within
IPAM*RAOBVP t0o extend the profile above 100, 000
feet).

Al so Uses: None
* The function of IPAM*RAOBVP Wi ll be split into two progranms in the

near future: IPAM*RAOBVP and IPAM*RAOBFN. RAOBVP will access all the

above data and data files, except SESS. RAOBFN w || access the SESS
data. The Groves-MSIS/83 nodel may al so be eventually separated out of
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RACBFN.

g) IPAM*REMARKS. Except for the PA eventdata in
paragraphs a and b, this is the only paragraph displayed by every PA
request. Qutput is displayed in ASPAM paragraph ’G’. This program
directly accesses only SESS data. However, it uses nmany dat abases
previously accessed by other ASPAM programs. \Wich databases are used
depends on which type of vertical profile (e.g., RACBVP, O VP, or
Paragraph h), was selected and on which options were sel ected.

Accesses : ASPAMY*SESS

Also Uses: IPAM*OIDRVR output (if data source weight table

option selected)
IPAM*RAOBVP output (if RAOBVP used)
IPAM*PARAD output (if surface observation table

option sel ected)

h) TIPAM*PARAH. This is used only by PAs that request the
aerosol option; See ASPAM paragraph ’h’.

Accesses: AFGWC*DATMANXHRASA (for tinme since |and)
AFGWC*DATMANXFI X64 (for surface type)
IPAM* | VULCN

Al so Uses: | PAMQAO DRVR
IPAM*PARAD

i) IPAM*SFCWX. This is used only by PAs that request the
24-Hour surface weather history; See ASPAM paragraph ’3’.

1) The data for the PA event time are taken from
previ ous ASPAM prograns. | PAMFPARAD provides visibility, present
weat her/obstruction to visibility, and clouds. The surface data from
the vertical profile, either 1PAMO DRVR (including IPAM*PARAH) or

IPAM*RAOBVP, provi des pressure, dew point, and w nds.

2) The data for the subsequent eight three-hour tines
are taken directly fromthe databases. AFGWC*DATMANXRTNCR and/ or
AFGWC*DATMANXRTSOU provide visibility, present weather/obstruction to
visibility, and clouds. AFGWC*DATMANXHRASA provides tenperature, dew
point, pressure, and w nds.

3) AFGAC* DATMANXSNDEP provi des snow depth information
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for all of this program

Accesses: AFGWC*DATMANXSNDEP
AFGWC*DATMANXRTNOR
AFGWC*DATMANXRTSOU
AFGWC*DATMANXHKRASA

Al so Uses: IPAM*PARAD out put

3) None ofthe numerous other programs within the ASPAM
system access or use the AFGAC dat abases or data fil es.

k) Refractive Index Profile. Therefractive index profile is
produced as part of IPAM*OIDRVR or IPAM*RAOBVP, depending on how the
profile is created. This paragraph doesn't have its own separate
program Pl ease see the descriptions of ODRVR or RAOBVP, as
appropriate, for the databases that influence the refractive index

profile.

A. Organi zati on responsible: SYSM

B. Equi pnent: Unisys 1100/91 (Systens 5)

C. Input: RTNEPH Cl oud Database
Surface Regi ons Dat abase
Upper-air Database

HIRAS Database (Analysis, Error, and Terrain)

SESS Dat a

Strat ospheric Vol cani c I ndex Database

Terrain/Industrial Table
Aircraft Observations Data
Strat ospheric Vol cani ¢ Aerosol
Snow Dept h Dat abase
DVSP ssM/I dat abase

Qutput: Point Analysis Paragraphs

See reference p for a general reference. Thisreference has
attachments that discuss Optinmum Interpolation, RAOB and 01 vertical
profiles, ASPAM slant path capabilities, the Groves-MSIS/83 nodel,

alternate tenperature and noisture profiles,
profile along with numerous other topics.

2.3.2 Forecast Mdel s

2.3.2.1 AFGWC Five-Layer Mdel (S5LAYER)
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The 5LAYER nodel is an automated, synoptic scale, cloud
forecasting program It runs on System5 and its primary purpose is
to produce cloud forecasts over two hem spheric domains for planning
weat her purposes. Note that the tropical regions are analyzed by the
TRONEW nodel .  Tenperatures and noisture are forecast and conbined to
produce other forecast paraneters such as icing and precipitation
type. SLAYER produces a forecast for |ayered cloud anounts, total
cl oud anmount, dew point depressions, temperatures, and present
weat her . In addition, static stability, cloud types, icing, and
precipitation are forecast for the Northern Hem sphere only. See
Figure 9.

The 5LAYER nodel forecasts clouds and temperatures at the
gradi ent, 850, 700, 500, and 300mb |evels in three-hour increnents
out to 48 hours in the Northern Hem sphere and 24 hours inthe
Sout hern Hem sphere at a spatial resolution of 100 NM (half-nmesh).
The choice of the three-hour tine step is based on conveni ence rather
than necessity. Wnds and vertical velocities are obtained fromthe
GSM (40-wave and 12-level), and are available in three-hour
increnents; therefore., wind trajectories are computed to represent
parcel novenent over that same tinme increnent. Cl oud forecasts
represent average cloud conditions over a large volunme. This volume
is referred to as a parcel. Coud data is obtained from the RTNEPH
dat abase and noisture and tenperature data are obtained from the HIRAS
dat abase. The first 24 hours of 5LAYER data plus SLAYER forecast data
are stored in the SAVDOX database and is used on SDHS and by the
Sel ective Display Mdel.

Temperature forecasts in combination wWith cloud forecasts can
produce additional neteorological elenents. Two important el enents
are precipitation and icing. The SLAYER model uses several nethods to
produce forecasts of precipitation anount, precipitation type, and
icing. Dew point depressions, static stability, and cloud types are
forecast to determ ne these elements.

Ceneral Iy, SLAYER uses a quasi-Lagrangi an advection schene to
determ ne the advected el enents. A pure Lagrangi an scheme follows a
parcel throughout the forecast period. SLAYER follows the parcel in
t hree-hour increnments until the end of the forecast period. A
characteristic of this schene is that the wind trajectory renmains
fixed at one end while the other end specifies the source of the
par cel . This upstream trajectory requires a gridded analysis to
provide values ofthe elenment at the source point. The value of the
element is determned by interpolation ofthe source point and
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is nodified as it traverses the trajectory path. Since all
trajectories termnate at a grid point, a gridded forecast field
results. This procedure is repeated with each forecast field serving
as the initial field for subsequent forecast increnents until the
desired forecast length is reached.

SLAYER runs every three hours per hem sphere, eight tines a day,
1.5 hours after data tine in the Northern Hem sphere and 2.5 hours
after data tinme in the Southern Hem sphere. SLAYER runs on the Unisys
1100/91 (System 5) in about five mnutes and uses about 256K of
nmenory. It is witten in FORTRAN 4, but has sonme nodul es in FORTRAN

77.

MODEL STRENGIHS AND WEAKNESSES
Strengths:

a) SLAYER perforns best at 700 and 500mb. The anal yses on
whi ch SLAYER depends provides the nost valid and complete data fields
at these levels. SLAYER under-forecasts clouds at the gradient and
850nb levels nostly due to terrain effects and because RTNEPH analye

tend to be under anal yzed.

b) SLAYER executes fast and is reasonably accurate,
especially' for the first 24 hours.

Weaknesses:

a) |In areas where horizontal w nds are weak, clouds may not
nove due to rounding errors frominterpol ation techni ques. The
trajectory prediction from GSM wi nd data tends to be the nost
influential factor in forecasts nmade for the 21 to 48 hour tine frane.

b) Sone errors are introduced due to weaknesses in the
parameterization techni ques (entrainment, diurnal effects, and
precipitation).

c¢) Conpaction of cloud anmount from RTNEPH ei ght h-nesh to
hal f-nmesh for use by SLAYER tends to snooth cloud boundaries and
cl ouds below the gradient |evel are placed at the gradient |eve
during the initialization.
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For additional infornmation on this nodel, see references e and f.

A. Organi zation responsi ble: SYSM
B. Equi pnent: Unisys 1100191 (Systens 5)
C. Input: H RAS Database (noisture and temperatures)
GSM Dat abase (w nds and vertical velocities)
RTNEPH Dat abase (cl oud dat a)
out put: SLAYER Dat abase
- Coud Forecasts
- Precipitation Amounts
- Tenperatures
sAavDox Dat abase
(SLAYER data al so used by SDHS and the
Sel ective Display Mdel (spM))

2.3.2.2 H gh Resolution O oud Prognosis (HRCP)

The HRCP is used to nake a short range, high resolution
cloud forecast. HRCP is the final step in the sprint cycle (except
for the final bogus). The nodel forecasts total cloud cover and
| ayered cloud cover for 15 levels on an eighth-nmesh grid for a
quarter-orbit at a tine. This eighth-nmesh grid coincides with the one
used in the RTNEPH. In addition, a percent total cloudiness is
forecast for each eighth-nesh point. Forecasts are made in three-
hour tinme steps to a maxi mum of nine hours.

The HRCP is capable of naking an advection forecast for that
portion of the eighth-mesh grid within the AFGWC octagon. HRCP uses
either a persistence or diurnal persistence technique for areas
outside the octagon. The octagon is basically just a subset of the
whol e and hal f-nesh grids with the corners cut off. See reference e,
pages 2-3 for a description. However, the advection nodule of the
HRCP only forecasts fora single window ofthis area in any one
conputer run. This wi ndow can be |ocated anywhere in the octagon
however, the w ndow rmust coincide with one or nore of the boxes ofthe
ei ght h-mesh grid.

The HRCP can be initiated for any starting hour, and it accesses
t he SLAYER database to use the wind trajectories already stored there.
It has the option to make any |ength forecast out to nine hours in
t hree- hour increnents.

The HRCPisinitialized directly from the RTNEPH converted to
| ook like the old 3DNEPH database (primarily 15 layers of cloud
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information). No nodification of the cloud amountg is nade by HRCP

To produce an eighth-nmesh cloudiness forecast, HRCP uses w nd
trajectory and Condensation Pressure Spread (¢cPs) information
available in the SLAYER, cloud data fromthe RTNEPH and dew point
data from HIRAS. These are interpolated to eighth-nesh and the cloud
data is converted to CPS. HRCP chooses the nost tinely CPS from
SLAYER and RTNEPH and then advects this with a quasi-Lagrangi an

techni que, the sanme principle as used in the SLAYER nodel. See Figure
10.

HRCP runs on System 3 every sprint quarter-orbit, or
approximately 30 to 35 tinmes per day. The cloud forecasts £rom HRCP
are stored in the savbox dat abase.

MODEL STRENGTHS AND WEAKNESSES

Strengths:

a) The nodel works on six vertical layers. However, a
trajectory can be mapped to several |ayers, thus simulating the mean

wi nd of a cloud |ayer.

b) The HRCP is a pure advection schene which works well for
synoptic systens for the first nine hours.

c¢) The HRCP is slightly pessimstic in the amount of cloud
cover forecasted.

d) The HRCP runs very fast; two to three mnutes of wall-
clock tine on a Unisys 1100/91. It is witten in FORTRAN

Weaknesses:

Cumul us forecasts are not handled at all in this nodel. HRCP
uses a cumulus value fromthe CUFCST nodel if the CUFCST value is
hi gher for selected nonths and areas. During April through Septenber
for the area O 60 degrees east, CUFCST runs twi ce a day on System 3 at
02502 (after the upper-air data cones in) and again three hours |ater.
It runs prior to HRCP. Also, HRCP doesn't handle stratus formation
and di ssi pation.

For additional information, see Appendix B and reference e.

A. Organi zation responsible: SYSM
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B. Equi pment: Unisys 1100/91 (Systens 5)
c. Input: SLAYER Dat abase (w nds, trajectories)
HIRAS Dat abase (dew point)
RTNEPH C oud Dat a
Qut put: SAVDOX Dat abase (short range cloud forecast data)

2.3.2.3 Tropical Coud Forecast Model (TRONEW)

The Tropical Coud Forecasting Mdel is the primary cloud
forecasting tool for the tropical regions of the earth. The tropical
region is from 250 north to 25 south. The nodel produces forecasts
for three layers (low, mddle, and high) on the AFGAC Northern
Hem sphere and Sout hern Hem sphere hal f-mesh grid (100NM resol ution).
The nodel uses a 24-hour diurnal persistence technique. Forecasts are
made every three hours in three-hour increnents out to 21 hours.

TRONEW uses the premse that in the tropics there are diurna
fluctuations of cloudiness and, therefore, clouds that were observed
yesterday at a certain tine of day will again be observed today at
that sane tine. This prem se works well except in the vicinity of
nmovi ng tropical disturbances (e.g., typhoons, and easterly waves).

To initialize the half-nmesh grid, a nine-point weighted averag.
of the eighth-mesh RTNEPH grid is used. This conpacted analysis is
then saved, so that if a six-hour forecast is needed froma 23/06002
base time, TRONEWwi || use the 22/1200z anal ysis as the forecast. The
TRONEW nodel runs on System 5 (one hem sphere at a tine, north and
south, after SLAYER is finished). The output is also copied to System
3 and stored in the SAvVDOX dat abase and is used on SDHS and the
Sel ective Display Mdel.

Note that the southern RTNEPH has nmuch | ess conventional data
avail abl e (surface and upper-air). This results in a slightly
degraded anal ysis for the Southern Hem sphere. The fact that nuch of
the land area in the Southern Hem sphere is located in the tropical
regi on causes sone additional problens. The Intertropical Convergence
Zone (ITZ) and other related phenonena are typical tropical anonalies.
The conbi nation of these problens consequently results in a sonewhat
degraded automated forecast. See Figure 11. TRONEW runs on System 5
(Uni sys 1100/91) every three hours per hem sphere and takes about one
mnute to run. It uses about 56K of nenory and is witten in FORTRAN
77. For addi tional information, see reference e.
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Mbdel Strengt hs and Waknesseq
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Strengths

- The nodel is better than persistence

Weaknesses
- Uses an assumption of diurnal persistence, but RTNEPH
does not provide tine continuous data. In particular, the only

reliable update tinmes are 0530, 0900, 1430, and 2100 | ocal tine.
Therefore, the diurnal convective cycle is not captured

- No advection of easterly waves or other tropical
di st ur bances

- Three to six hour persistence usually is better than
three to six hour diurnal persistence

A. Organi zation responsible: SYSM
B. Equi pnent: Unisys 1100/91 (Systens 5)
C. Input: RTNEPH O oud Data
Qut put: sAvbox Dat abase (short range cloud forecast

dat a)
(TRONEW cl oud data al so used by SDHS and the

Sel ective Display Mdel (spM))
2.3.2.4 Rel ocatable Wndow Mdel (RW)

Model Characteristics

The RWM was purchased fromthe NMC in 1982; it’s nmain function at
the NMC was to track hurricanes in a non-operational environment. It
is a regional-scale primtive equation nodel that uses a quasi-
Lagrangi an advection schene to predict u and v wi nd components,
potential tenperature, surface pressure, and specific humdity. It
employs a Single, unstaggered horizontal grid and uses the sigm
(terrain-follow ng) vertical coordinate system

The current RWM uses a basic boundary-I|ayer physics package in

which bulk transfer of sensible and |atent heat is allowed over the
ocean when the sea surface tenperature is greater than the air
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temperature and surface friction is nodeled with a terrain-dependent

drag coefficient. Large scal e and convective precipitation nodul es
are included in the nodel, and evaporation of falling precipitation is
allowed to occur . The cunul us convection schene is a Kuo-type which

al l ows deep, noist convection to occur when a saturated parcel
originating in the | ower model atnosphere can rise through at |east
two adj acent vertical l|ayers above the Lifting Condensation Level.
RWM does not account for |and surface processes, diagnosed cloud
fraction, and solar/terrestrial radiative processes.

Model Inputs

The current RWM anal ysis (RWAM) uses an interpolation of the
HIRAS ¢l obal analysis from mandatory pressure levels to the RW
hori zontal and vertical grid structure. RWM uses input from RAMM
(temperature, W nds, noisture, and pressure) and the GSM forecast
dat abase (boundary |ayer data, w nds, pressure, and tenperature). The
-sea-surface tenperature analysis is received every 12 hours fromthe
Navy's Fleet Nunerical Cceanography Center (FNOC) and i S interpolated
fromthe 2.5° (150MM) analysis field to a 25, 50, or 100NM grid
spaci ng as required. RMW terrain is '"derived frominterpolation ofthe
Navy's ten-minute terrain elevation database. RwWM does not account
for land surface characteristics such as soil noisture, albedo, or
snow ice cover; it does indirectly account for terrain roughness
t hrough use of a surface drag coefficient.

The current RWM uses | ateral boundary conditions provided every
three hours from GSM  The nodel is initialized with a vertical - nodes
initialization schene adapted from NMVC. This schene attenpts to
renmove high frequency nodes (e.g., gravity waves) that can cause "spin
up" problens during the first several hours of the forecast. A
Perkey-Kreitzburg t endency bl ending schene was used to transition the
GSM forcing it into the RWM’s boundary zone (the outer five grid
rows/ col ums); however, this schenme recently was replaced by a
rel axation technique simlar to that used in the Penn State/Nationa
Center for Atnospheric Research (NCAR) mesoscale nodel. The rel axation
schenme contains a nudging term which acts to "force® the val ues of the
RWM vari abl es towards the GSM solution in the boundary zone, and has - a

nudgi ng coefficient that determ nes how strongly the forcing is to
take pl ace.

To help alleviate terrain inconpatibilities between the RWM and
GSM over regions of steep topography, a schene that blends the two
terrain fields in the boundary zone also was inplenmented recently.
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RWM has exceeded the GSMin terms of forecast quality. Mont hly
statistics of the differences between RAW and GSM are bei ng produce,
and anal yzed. Also, RW forecast fields are being compared to NMC
daily weat her maps which are considered to be a very reliable ground
truth. See Figure 12.

The Swedish Limted Area Model (SLAM) Pl anetary Boundary Layer
physi cs package is currently coded in the RWM but has not been
thoroughly tested. Extensive sensitivity tests wll be conducted over
t he next couple of years. The SLAM package was devel oped
originally at the European Center for Medi um Range Wat her Forecasts
(ECMAF). It consists of three main nodul es:

a) Surface | ayer/mxed l|ayer. The surface |ayer fluxes are
based on the Monin-Goukhov simlarity theory. The form of the flux
equations for nonentum sensible heat, and noisture are dependent upon
the stability of the surface |ayer. The surface layer fluxes require
i nformation about the | and surface, such as snow depth and soi
noi sture. The goal is to be able to initialize these two |and surface
paraneters with real-tinme values from AFGWC’s8 Snow | ce Anal ysis Mde
and the AGRMVET model,- respectively. The fluxes above the surface
| ayer are handl ed using mxing |ength theory. The vertical m xing
coefficients depend on thermal stability and wi nd shear so that the
fluxes are consistent with the surface fl uxes.

b) Radiation package (including cloud fraction diagnosis).
The SLAM radi ation schene is only used to predict the surface (ground)
temperature which then determ nes the state of the PBL. Radi ati on
processes in the free atnosphere (such as |ong-wave cooling) are not
considered due to the relatively short tine scale of the nodel
forecast (36 hours; only 1.5 diurnal cycles).

The | ong-wave radi ati onal component for the surface budget
i ncl udes both upward and downward conponents, and requires know edge
of surface infrared emssivity. Currently, this surface paraneter
woul d have to be specified as aconstant based on characterization of
the land surface (sone conbination of soil type, natural vegetation
cover, and |and use). The | ong-wave radi ati on schene al so needs
i nformati on about cloud fraction. The current SLAM package di agnoses
cloud fraction based on the maximumrelative humdity found in each of
four vertical groupings of nodel sigma |ayers, representing
stratus/fog, low, mddle, and high cloud types. The amounts are then
added together and the total cloud fraction is used to nodify the fl ux
of downward propagating |ong-wave radiation.
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The short-wave radi ati on package accounts for absorption by
wat er vapor and scattering by stratus/fog, low, mddle, and high cloud
types. The short-wave radiative flux absorbed at the surface requires
know edge of the surface albedo; this information is available from
ei ther the AGRVET or SFCTMP nodels.  Although the val ues vary
hori zontally, they are based on climtol ogy and only change quarterly.

c¢) Predictive equations for surface tenperature and ground
noi sture. The SLAM package includes a predictive equation for surface
tenperature over land. This equation, which is essentially a surface
energy budget, requires know edge of soil heat capacity and thernal
conductivity. These vari ables are available fromthe AGRMET nodel,
al t hough they are held tenporally constant and are simply a function
of soil type. Adeep soil tenperature is also required for the soil
heat conduction term of the surface energy budget; soil tenperature at
a two neter depth is available fromthe AGRVET nodel. SLAM al so
accounts for nelting snow. The ground noisture predictive equation is
a budget type which accounts for evaporation, noisture diffusion into
the soil (regulated by the precipitation and presence/ absence of
snow), snow nelt, and runoff (when the soil noisture exceeds a
critical value).

RWM Configuration at AFGWC

The current RWM configuration consists ofthree fixed w ndows
(ConNus, Europe, and Asia) and one novable contingency w ndow which
runs twice a day (0000Z, 12002 cycles). Allfour w ndows use 17
vertical levels (16 |ayers). The three fixed wi ndows use a 92.6km
hori zontal grid spacing which is equivalent to a S50NM spatial grid
poi nt separation (quarter-nesh); the CONUS w ndow domain size is 61 X
61 quarter-nesh grid boxes; the European domain size is 75 x 65; and
the Asian domain size is 73 x 69. The contingency w ndow size is 61 x
61, but the horizontal grid spacing can be user-specified; most often
they are either 185.1km, 92.6km, Or 46.3km (100NM, S0NM, Or 25NM).

The manual procedure to change or set the wi ndows is an
interactive process. It takes approximately five to ten mnutes on
System A and asks the analyst a series ofquestions (e.g., grid point
spacing, the window s center point latitude and |ongitude, projection
type, and physics). The grid nust match the one used by RWM on the
Cray. It takes approxinmately 15 minutes to relocate the nodel based
on the parameters set in the interactive process. It is difficult to
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change one ofthe fixed w ndows because the databases are locked to
speci fi ¢ geographic regions. The database structure was devel oped
around 1960 and works well; however, this structure was "devel oped
locally* and would be extrenely difficult to change_.

Model OQutputsg

RWM computes Wi nds, noisture, tenperatures, and pressure data and
saves this data for use by SDHS DOM/DOF personnel. The three fixed
wi ndow products are avail able every three hours, through 36 hours, at
12 mandatory pressure levels, the 16 sigma |ayers, and the surface.
Additional hourly output is available at eight boundary |ayer |evels
ranging fromthree neters to 1600 neters above the |ocal surface. The
conti ngency wi ndow output is available every three hours at the sane
mandat ory pressure levels and sigma |layers, plus the surface, through
36 hours. No boundary layer levels are available fromthis
contingency wi ndow. Tailored output including diagnostic/derived
variables (e.g., vorticity, dew point, etc.) will be available on
AFGWC’s Satellite Data Handling System by the end of 1992.

RW Timelines

The four wi ndows begin execution approximtely 5.5 hours after
synoptic analysis tine. Data starts comng into AFGAC at OOOQZ and
1200z and takes about three hours. Then the H RAS and GSM nodel s run
for about two hours. H RAS nust be finished and GSM nust be past the
48-hour forecast sinulation before RWM can start. The wi ndows are run
inthe following order: CONUS, Europe, Asia, and contingency. The
CPU tinme (on a single-processor Cray X-MP) for a 36-hour forecast
varies from 400 seconds for the CONUS and contingency W ndows, to 550
seconds forthe Asian w ndow. The final w ndow forecast finishes
approximately nine hours after synoptic analysis tine.

p D ipti

1. RWSSMI Program - This program reads in Navy sea surface
tenperatures and averages 6-hourly 1000mb HIRAS tenperatures over the

| ast 24 hours. It runs 45 mnutes after cycle tinme (0045zZ or 12452).
It also reconfigures the time sequence (in Julian hours) onthe Cray
so it will be compatible with running a specific window with the nbst

recent cycle.

2. WNDREQ Program - This is an interactive program that allows
an SYSM programmer to set the grid to certain specifications. \Wen
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this is done, the programer submts XXRWCT for processing.

3. XXRWCT Program - This program sets the grid on the front-end —
(Unisys, System A)using the specifications from WNDREQ \When this is
complete, XXRWCT submits CXXRWCT for processing.

4,  CXXRWCT Program - This program sets up the same WNDREQ
specified System Agrid structure on the Cray. Wen this Cray grid is
configured, CXXRWCT submts XXRWAM for processing.

5.  XXRWAM Program - This program starts interpolating the HIRAS
grid to RWM on Unisys System A; these interpolated fields serve as the
analysis for the RWM Wen conplete, XXRWAM submits CXXRwWAM f or
processing.

6. OCXXRWAM Program - This program sets up the sane interpolated
analysis fields onthe Cray. Wen complete, CXXRWAM starts RWFM/XXX.

7.  RWFM/XXX Runstream - This runstream activates the
initialization, forecast, and post processing nodules in the RW The
forecast nodule actually perfornms the forecast calculations at each
grid point for each of the 16 layers within the nodel (xxx indicates
the window - USA, EUR ASA, CN1, CN2, CN3, and CN4). Wen this
runstream completes it's execution on the Cray, two things happen:

a. The forecast fields are transferred fromthe Cray to
System A via a Station-to-Station Transfer (SST). The job STORxXX

(where XX = US, EU, AS, c1-cd)storesthe proper fields into the
DATMAN dat abase on System A (inthe proper fields).

b. RWSTAT is run (initialized by STORxX) which generates
guantitative statistical comparisons between. observations and RW
forecasts. On the 28th ofeach nonth, the statistics are printed.

RW is witten in FORTRAN 77 and runs on the Unisys 1100/72
(System A)and the Cray.

MCDEL STRENGTHS AND WEAKNESSES

Strengths:

a) The RwWMis readily relocatable to any geographi cal
region on Earth.
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b) The RWM may use three types of pap projections (Polar
St ereographi c, Lambert conformal, and Mercator). These projections
allow great latitudinal flexibility.

c) A maxi mum of four RWM wi ndows nmay be executed every 12
"hours; these wi ndows consist of three fixed wi ndows and one
contingency window. The three fixed w ndows use agrid spacing of
50NM and are pernmanently anchored over the USA, Europe, and Asia,
respectively. However, the contingency wi ndow may be run with a
variable grid spacing, usually 25, 50, or 100NM.

d The RWM may utilize either a coarse 2.5° terrain or
detailed Navy ten-mnute terrain. The ten-minute terrain allows
detailed sinulations ofterrain-induced synoptic and mesoscale
at nospheri c flow patterns. The ten-mnute terrain is interpolated to
the RWM’s 25, 50, or 100NM grid as appropriate.

e) RWM and GSM terrain are blended over the outer five
rows/ col ums of the RWM donmai n. This terrain blending allows a
snmoot her interpolation of GSM boundary fields into the RAM boundary
regi on.

£) The RWM solves the primtive neteorol ogi cal equations
usi ng a quasi-Lagrangi an net hod. This nmethod is special because it
accounts for changes in acceleration of dependent variables, as well
as changes in advecting velocity over the trajectory traced by the
parcel in a tine step. This quasi-Lagrangi an nethod enhances the
forecast sinulation of jet streans, baroclinic zones, and devel oping
di sturbances through the preservation of strong gradients wthin the
nodel

g) RWM boundaries are updated with GSM forecast fields
after each three-hour RWM forecast sinulation period. RW fields are
nudged by these GSM forecasts through a relaxation schenme which is
applied to the outer five rows/colums of the RWM domain.

h) The RWM runs on an expanded grid. This grid extends

five points beyond the displayable boundaries of the nodel. Benefits
of an expanded grid include renmoving the artificially forced RWM/GSM
bl endi ng zone from the usable forecast region. Expanding the grid

also further renoves the coarser G8M’s i nfluence fromthe interior of
the RWM forecast donain.

i) RMIfields are avail able at three-hour forecast
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intervals for standard pressure |levels and at one-hour intervals
(fixed windows only) for seven levels within the planetary boundary

| ayer.

Weaknesses:

a) The RWM does not contain advanced physics; only basic
physi cal processes are represented. These basic processes incl ude:

air-sea exchange of sensible and |latent heat, surface friction,

| ar ge

and Ruo-type convective releases of |atent heat, and dry convective
adj ust ment . The RWM contains no solar or terrestrial radiation;

therefore, no diurnal cycle is simulated in the forecasts

In

addi tion, conplex boundary |ayer processes such asfluxes of nonentum
sol ution.

heat, and noisture are not included in the nodel's forecast

b) Presently, the RW does not contain its own analysis.
Instead, the RwMmnust rely on an interpolated analysis or zero-hour

forecast fromthe GSM

c) The RWM only covers alinmted geographical donain.
domain is confined to a6l x 61 matrix of quarter-nesh grid boxes
(expanded (71 x 71)) for the USA fixed wi ndow and contingency w ndow,
a 75 x 65 (expanded (85 x 75)) grid matrix for the European fixed
wi ndow, and a 73 x 69 (expanded 83 x 79)) grid matrix for the Asia:

W ndow. These restricted domains are the result of memory limtations
on the Cray X-MP at AFGAC. The areal coverage of each w ndow is
dependent upon which grid spacing is used; a w ndow configured wth
25NM grid spacing Will cover a nuch smaller region than the sane
wi ndow configured to a 50 or 100NM zrid spaci ng. In addition, the
[imted zonal and neridional w ndow di nensions dictate significant
i nfluence within the RW forecast domain for 25NM grid spacing

confi gurations.
See references k, 1, m

A. Organi zation responsible: SYSM

B. Equi pnent: Unisys 1100/72 (Systens A), Cray

C. Input: HIRAS Analysis (tenperature, w nds, noisture,
pressure)

GSM Dat abase (boundary | ayer data,winds, pressure,

temperatures, and noi sture)
Sea Surface temperatures from FNOC
Output: RWM Dat abase
- Used by the Battlefield Wather Gbserving
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Forecasting System (BWOFS)
- Used by SDHS Boundary Layer Database
- Used by the Point Display Mdel.
- Used by the Selective D splay Mdel

2.3.2.5 G obal Spectral Mdel (GSM)

The GSM was devel oped by the NMC in 1980. AFGAC received GSM in
1984. It is used in two different capacities. First, the GSM is used
as a first-guess nodel for H RAS. Secondly, the GSMis used as
AFGWC’s primary non-cloud forecast nodel for aviation customners.
Al t hough the same source code is used for these two functions, there
are slight differences.

The first-guess nodel is an R30-wave, 12-vertical |ayer
resolution of the GSM  The vertical |ayers are concentrated near 250
mb. Since GSMis a spectral nodel, it's horizontal resolution is
expressed in ternms of waves. This works out to be about 350km east-
west (at 35° north) and 270km north-south on the GSMinternal grid.
Thi s nodel produces zero, six, and 12-hour forecasts of heights,
wi nds, temperature, and noi sture fromthe surface to 100 mb (nvisture
to 300 mb). The six-hour forecast is routinely used as the first-
guess input for H RAS. H RAS al so has the capability to use the 12-
hour forecast if desired. Data are stored as spectral coefficients in
a 2.5° x 2.5° latitude/longitude format and then interpolated to the
AFGAC coarse mesh grid system Fi xed input fields are terrain,
nonthly sea surface temperature climatol ogy, and surface roughness.

The primary forecast nodel is au R40O-wave, l2-layer resol ution of
the GSM  This version produces forecasts of heights, tenperatures,
wi nds, and vertical velocity fromthe surface to 100 mb. Forecasts
are available from zero to 96 hours, with three-hour intervals
available to 48 hours. Data are stored in the 2.,5° x 2.5°
| atitude/longitude format and then interpolated to the AFGAC coarse
nesh grid system HRCP uses the winds file produced by GSM See
Fi gure 13.

The follow ng atnospheric processes are parameterized:
a) Topography - uses an R24-wave fiel d.
b) Surface friction - varies with terrain.

c¢) Sensible heat exchange - transport from surface to
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at nosphere nodel ed over the ocean only. No heat exchanged over | and.
Uses sea surface tenperature clinmatol ogy. *

d) Surface noisture flux - transport from surface to
at nosphere nodel ed over oceans only. Produces a dry bias over |and
near the surface in the forecast. *

e) Precipitation - Uses Kuo schene for convective
precipitation. Large scale precipitation is also nodel ed. GSM i s not
a superior precipitation forecast model.

£) Radiation - No radi ati on parameterization. .

* These GSM problens contribute to a warmbias in the troposphere
and a cold bias near 100 mb. They also cause GSMto be a bit too dry.

The GSM sets up on System A (Unisys 1100/72) and then executes
t he compute intensive portion on the Cray. It runs four times a day
after HIRAS (once per six-hour cycle). GSM begins about 3.5 hours
after cycle time. The 24-hour forecast is generally avail abl e about
four hours after cycle time. After processing on the Cray, sone post-
processing is done on System A. The entire HIRAS/GSM cycle takes
approxi mately six hours. GSMis witten in FORTRAN

Strenagths Weakn
Strengths

- Highly dependable; no recurring bugs in AWAPS
hardware or software.

- Runs within operational time |imts. CQutput
dat abases are available in time for the many applications that use it.

- Long waves are handled well considering that the nodel was
designed for flight-level forecasting.

Weaknesses

- Low resol ution. The AFGAC GSM i s an R40/12 nodel
conpared to the T125/18 National Wather Service GSM and the T80/18
GSM of the Navy.
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Lacks a stratosphere. The GSM cannot produce a
strat ospheric forecast.

- Lacks accuracy. Verification |ags behind GsMs of
other centers. Scientific inprovenents have not kept pace wth
i mprovements nmade at other centers. Poor performance is due to:

Low resol ution

Lack of physics parameterizations

Sea surface tenperatures are clinmatol ogy
Lack of noisture at all layers

coop

- Inmprovenents are limted by hardware constraints

- Forecast wind speeds are typically too slow bel ow
the 100mb | evel .

- The GSMis generally too warm in thetroposphere.

Since the GSM forecasts geopotential heights
bal anced with temperature, the geopotential heights are generally too
hi gh.

See reference n.

A. Organi zation responsible: SYSM

B. Equipnent: Unisys 1100/72 (Systens A), Cray

C. Input: Upper-Air HIRAS
Terrain fixed field
Mont hly sea surface tenperature climatol ogy
Surface roughness fixed field

Output: Coarse Mesh dat abase
- Coarse Mesh Forecast
- Hem spheric Forecast
Latitude/ Longi tude (GsM) Dat abase
- Forecast Fields
- G obal Applications Database (GADB)
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Appendi x A: Grids

Thi s appendi x describes the grid types in use at arewc. See
Ref erence n.

The starting point for any grid point-based nodel is the grid.
The at nosphere is relatively shallow in the vertical, but broad
hori zontal | y. This is why the nunber of grid points in the horizontal
is usually greater than the nunber of grid points in the vertical. In
the horizontal, the grid points are equally spaced. In the verti cal
points are “stacked® to represent those areas of the atmosphere that
are commonly anal yzed or that are of significance to the nodel (e.g.,
850mb, 700mb, 500mb). Gid spacings and vertical stacking are chosen
in such a way as to sinplify the cal culations of the forecast nodel
and to provide outputs tailored for a specific custoner's use.

A gridis a group of regularly spaced points that represent the
intersection of regularly spaced and perpendi cul ar |ines. The
standard and | owest resolution grid used at AFGWC is the whol e nesh.
H gher-resolution grids (or finer-mesh grids) use whole-nesh grid
points as a starting point and have nore grid points in the
hori zont al . For example, the half-nesh grid is sinply a grid that
contains the whole mesh grid points and one gridpoint between every
whol e nesh gri dpoint.

At nospheric notions on a scale smaller than the grid in use
cannot be represented correctly because wavel engt hs nust be equal to
or greater than twi ce the distance between two adjacent grid points.
Also, a wave is generally handled poorly if its wavelength is |ess
than four grid points w de. Since many atnospheric events deal wth
notions snaller than 1,600 km (the distance covered by four
successi ve whol e-nmesh grid points) grids with finer resolution were
devel oped. These include the half-nmesh, quarter-nesh, and sixty-
fourth-nesh grids. Astheir nanes inply, the distance between grid
points on the finer neshes is defined relative to the whol e-nesh.

Whol e-mesh grid points are exactly 381 km apart at 60 deg N
relative to the earth's surface. This neans that, because of the
earth's curvature, resolution decreases toward the poles and increases
toward the equator. At half-nesh, the grid points are 190.5 km apart.
H gher resolution grids have successively snaller distances between
grid points.

Stationary w ndow grids use w ndows, or subsets of the whole-

74



mesh grid, to cover specific areas ofthe globe such as the North
Anerican, European, and Asian continents.

The Satellite d obal Database (SCDB) grid is a 64th-mesh grid
whi ch contains 16,777,216 points in the Northern Hem sphere. It is
used in the SGB display on the SDHS, with a resolution of about 5 km.

There are three grid types in use at AFGWC: polar stereographic,
Mercator, and |atitude-I|ongitude.

Pol ar - st ereographic (psT) Gri ds: The Northern (or Sout hern)
Hemispheric Wol e-nesh Reference Gid (sonmetinmes called the "Northern
Hem spheric Wol e- Mesh Super 6Grid") is a 65x65 point whol e-nesh grid
based on the PST map. The domain forall PST grids are centered on
t he hem sphere (Northern or Southern) and include the entire
hem sphere. The borders ofthe grids partially extend into the
opposi t e hemisphere, but data in these overlap areas are usually
i gnor ed. PST grids are available in the half-, quarter-, eighth, and
64th-mesh resol utions. They are used extensively at AFGAC for various
weat her support functions.

Mercator Gids: These grids cover an area from 50 deg N to 50

.deg S fortropical nmeteorological needs. They are based on the

mercator Mmap projection.

0 The conventional Tropical Gid is used for conventiona
nmet eor ol ogi cal el ements such as temperature, hei ght, and wi nd.

0 The Satellite d obal Database Tropical Gid is used for
processing satellite imagery.

Latitude-Longitude Gids: The d obal Applications Database
(GaDB) grid and the H gh Resolution Analysis System (HIRAS) grid are
the latitude-longitude grids in use at AFGwc. Both contain 10,585
poi nts.

The RTNEPH horizontal grid is overlayed on a polar stereographic
projection true at 60° latitude. There are two grids, one for each
hemi sphere. Each grid is a subset ofthe AFGAC Wol e-nesh Reference
Gid, but has a resolution ofapproximately 25NM rather than 200NM,
and is therefore called an eighth-mesh grid. Each grid is a 512 x 512
matri x ofpoints, with the poles located at grid point (257, 257).

Each grid has a total of262,144 points, although only about 200, 000
are on the hem sphere. Only a small nunber ofpoints in the eighth-
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nmesh grid need to be processed at any one tine. Therefore, the grid
is subdivided into a set of 64 RTNEPH boxes, arranged in an 8 x 8

matri x, and nunbered 1 to 64.

ei ght h- mesh points.
equator), it is not

If a point
processed.

Each box contains a 64 x 64 set of
is off the map projection (beyond the
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Appendi x B: Secondary Model s

NAVE OF FUNCTI ON:  CUFCST

pPoc FOR DESCRI PTI ON DATA: SYS
PHONE: (402) 294-3986

1. CGENERAL

A)

B)

C)

FUNCTI ON ABSTRACT: Forecasts cumulus cloud coverage in
Eur ope and Western Asi a. Produces a three, six, and nine
hour forecast.

REFERENCE DOCUMENTS:  CUFCST Sof tware Bi nder, CUFCST User's
and Mai ntenance Manual s, CUFCST Software Devel opnent Fol der.

TERVS AND ABBREVI ATl ONS: HRcP, XTSFC (Surface regions
dat abase), XTPRB (Upper-air regions database), DOS (Special
Operations Branch), RAOBs (Rawinsonde)

2.  SYSTEM SUWARY

A)

B)

C)

D)

E)

F)

USE AND PURPCSE OF FUNCTI ON: Runstwice a day from 1 Apr?
to 30 Septenber to supplenment the forecast cloud anounts .
HRCP. Relieves DOS froma |abor intensive manual cunul us.

PURPOSE OF PROCESSI NG FUNCTI ONS: To anal yze upper-air
soundi ngs and surface observations and to cal cul ate
stability indices and temperature forecasts.

EXTERNAL | NTERFACES FOR FUNCTI ONS: upper-air and surface
regi ons dat abases.

| NTERNAL | NTERFACES FOR FUNCTI ONS: Updates a file called
HRCP*HRCPQFILE that is accessed by HRCP.

OPERATI ONAL SCENARI O Programis run twi ce a day at
approxi mately 03002 and 06002 from 1 April through 30
Septenber for input into the HRcp.

COPERATI ONAL CONSTRAI NTS, LI M TATI ONS OR ASSUMPTI ONS:  CUFCST

is designed to forecast fair weather cumulus, i.e., cumulus
formation due to surface heating with vertical instability.
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3)

4)

5)

DETAI LED CHARACTERI STI CS:

A) MAJOR PERFORMANCE REQUI REMENTS: cumulus cloud forecasts
with a nean absolute error not greater than 2/8th coverage.
Forecast surface tenperatures with a nean absolute error not
greater than 2.5° C

B) DATA | NPUT TO FUNCTI ON: XTSFC and XTPRB.

c) DATA QUTPUT FROM FUNCTI ON: HRCP*HRCPQFILE t0 t he HRCP,

D) SOFTWARE SEQUENCE RELATI ONSHI PS: None

E) SOFTWARE Sl ZI NG AND TI M NG 128K, 18 seconds CPU tine,
approxi mately 25 seconds wall tine.

F) CAPACI TY REQUI RED:  See 3E

G) SOFTWARE ACCURACY aND VALI DI TY REQUI REMVENTS: For ecast
cumul us cloud coverage within = 2/8th. Forecast surface
temperature wWithin £ 2.5° C

H) BACKUP/ DEGRADED OPERATI ONS PRCCEDURES:  None, unnodifi ed
HRCP.

ENVI RONIVENT:

A) HARDWARE USED | N PROCESSI NG Uni sys 1100/91

B) AUTOVATI C PROCEDURES USED I N TAsK: Fully automated, @START
U*l . CUFCST or ST CUFCST.

c) MANUAL PROCEDURES USED | N TASK: Sign on to a System 3 scope
and type @START U*I|. CUFCST.

D) OPERATI NG SYSTEM  3/R Uni sys 1100/91

E) LANGUAGE: Fortran 77

SECURI TY

A) SECURI TY LEVEL FOR FUNCTI ON: Uncl assi fi ed
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NAME OF FUNCTION: MODCUF

POC FOR DESCRI PTI ON DATA: SYS

PHONE: (402) 294- 3986
1.  GENERAL
A) FUNCTI ON ABSTRACT: Forecast 6 cumul us cloud coverage in
Eur ope and Western Asi a. Produces a three, six, and nine
hour forecast. (See CUFCST)
B) REFERENCE DOCUMENTS:  CUFCST Software Binder, CUFCST User's
and Mai ntenance Manuals. CUFCST sSoftware Devel opnment
Fol der .
C) TERVS AND ABBREVI ATl ONS: XTSFC (Surface Regi ons Database),

XTPRB (Upper-Air Regi ons Dat abase), DOS (Special Projects
Br anch)

2. SYSTEM SUMVARY

A)

B)

C)

D)

E)

F)

USE AND PURPCSE OF FUNCTI ON: Runs twice a day from1l Apz
to 30 Septenber along wi th CUFCST. But instead of witing

the forecast values to a file, MODCUF places theminto
arrays and then prints themout onto six 64 x 64 BOXIJ nmaps
for the DOS forecasters.

PURPOSE OF PROCESSI NG FUNCTI ONS: To anal yze upper-air
soundi ngs and surface observations to calculate stability
indices and temperature forecasts.

EXTERNAL | NTERFACES FOR FUNCTI ONS: XTSFC and XTPRB

| NTERNAL | NTERFACES FOR FUNCTI ONS:  Arrays ICUFCT (64,64,6)
and MODCUF (128, 192).

COPERATI ON?& SCENARI O Program is run twice a day at
approxi mately 03002 and 06002 from 1 April through 30
Septenber £6r input into the HRCP.

OPERATI ONAL CONSTRAI NTS, LI M TATI ONS OR ASSUMPTI ONS
Designed to forecast fair weather cunulus, i.e., cumulus
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3)

4)

5)

formati on due to surface heating with vertical instability.

DETAI LED CHARACTERI STI CS:

A) MAJOR PERFCORVANCE REQUI REMENTS: Cumul us cl oud forecasts
with a nean absolute error not greater than 2/8th coverage.
Forecast surface tenperatures with anmean absolute error not
greater than 2.5° C

B) DATA | NPUT TO FUNCTION:  XTSFC and XTPRB

C) DATA QUTPUT FROM FUNCTI ON: MODCUF array to printer
(hardcopy output).

D) SOFTWARE SEQUENCE RELATI ONSHI PS: None, but for accuracy and
comparison wWith CUFCST it should be run as close to CUFCST
as possi bl e.

E) SOFTWARE SI ZI NG AND TI M NG 126K, 18 seconds CPU tine.

F) CAPACI TY REQUI RED: See 3E.

‘G) SOFTWARE ACCURACY AND VALIDITY REQUI REMENTS: For ecast
cunul us cloud coverage within = 2/8th. Forecast surface
temperatures within £ 2.5° C

H) BACKUP/DEGRADED OPERATI ONS PROCEDURES: None

ENVIRONMENT :

a) HARDWARE USED | N PROCESSI NG  Unisys 1100/91

B) AUTOMATIC PROCEDURES USED IN TASK:' Fully autonmated.

c) MANUAL PROCEDURES USED IN TASK: Signonto a System 3 scope
and type @TART U*l. MODCUF.

D) OPERATI NG SYSTEM 3/ R Uni sys 1100/91

E) LANGUAGE: Fortran /7

SECURI TY

A) SECURI TY LEVEL FOR FUNCTI ON: Uncl assi fi ed.
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